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Abstract

These notes provide an introduction to standard topics on quantum compu-
tation and communication for those who already have a basic knowledge of
quantum mechanics. The main target audience are professional physicists
as well as advanced students of physics; however, engineers and computer
scientists may also benefit from them.
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1 Introduction

The goal of the present notes is to introduce the theoretical framework a trained
physicist needs to get into quantum computing. Thus, if you are a physicist and
you want to learn the basics of quantum computing, these notes are for you. In a
matter of hours (maybe dedicating an entire weekend), you will be able to learn all
the basics of quantum computer science.

If, as I suppose, you are a physicist, then at some point in your career you took a
proper course on quantum mechanics. Of course, I do not assume that you remember
everything you studied then, however, I do assume that you already went through
all the standard topics as found in the books by Sakurai or Cohen Tannoudji et al.
This will allow me to focus on aspects of quantum computing that I think are new
to you as a physicist. That said, if you think that you forgot most of what you
learned about quantum mechanics, you should not worry. Sincerely speaking, the
use of quantum mechanics in quantum computing is relatively simple. Moreover,
to help you, in general I recall the main physical and mathematical concepts and I
provide explicit calculations so you can easily follow what I am explaining.

Quantum computing is usually described as lying at the intersection of quantum
mechanics, mathematics and computer science. As I said, I assume that you studied
quantum mechanics. Now, concerning mathematics, I am afraid that most physi-
cists are not familiar with the way computer scientists learn the subject. Here I
am not referring, of course, to the mathematics used in quantum mechanics, such
as linear algebra, but to subjects like formal logic, models of computation or com-
plexity theory. Since I am not an expert in the field, I will simply sketch the main
ideas without entering too many details. The interested reader may look at the
appropriate literature. Concerning the most basic notions of computer science, such
as Boolean algebra and circuits, I assume that you are barely familiar with them
(maybe at the level of the first few lines of a Wikipedia article).

The notes are organized as follows: In Section 2, I introduce the quantum systems
relevant to quantum computing and review the mathematical formalism necessary
to understand them. In Section 3, I describe how these quantum systems can be
manipulated and measured. In Section 4, I review some clever ways physicists and
computer scientists have found, at least theoretically, to modify the quantum sys-
tems in order to compute certain tasks more efficiently than classical computational
methods. In Section 5, I explain how the destructive effect of the environment can
be reduced so it does not destroy the quantum nature of the system.

A short comment on the organization of these notes. While Sections 2 and 3 must
be read one after the other, Sections 4 and 5 are rather independent of each other.
So, after reading Sections 2 and 3, read Sections 4 and 5 in the order that suits you.

The Boxes you find within the main text contain additional material that I con-
sider supplementary. Some of them review topics that I assume you already know
and some others expand the main text. My recommendation is that while reading
these notes, you give a quick glimpse at the Boxes to see what they are about and,
depending on your knowledge, read or skip them. If you decide to skip them, you
can always come back to them at a later time.

Concerning the Exercises, I have added them to help you understand and become
familiar with the subject, not to make you smarter. So, try to do them; they are
relatively easy.



I wish to thank my physics friends for reading the notes, suggesting many improve-
ments and, crucially, testing that you can indeed learn from them. I hope they will
be helpful to you as well.

I am planning to continue adding new material to these notes; thus, if you have
any feedback (maybe you find a typo, you think that I say something that is not
completely correct, I ignored a subject or its presentation can be improved, or any
other reason you may have), I will sincerely appreciate it if you send me an email
to zapata.oswaldo@gmail.com.

Before moving on to the technical details, let me give a very brief overview of
the history of the subject. This will allow you to see the content of these notes in
perspective.

The first people who thought about the possibility and the necessity of building
quantum computers were Yuri Manin (1980) and Richard Feynman (1982). Feyn-
man’s vision was more elaborate, and he considered the advantage of a quantum com-
puter over a classical one for simulating complex quantum systems such as molecules.
The next important development was the invention by David Deutsch (1985) of the
first quantum algorithm with a computational advantage over classical models of
computation. Almost a decade later, there was the discovery by Peter Schor (1985)
that quantum computers may be more efficient at solving the prime factorization
problem, a scheme widely used to secure the transmission of data. A couple of
years later Lov Grover (1996) created and proved that his quantum algorithm for
finding an element in a large set of data was more efficient than any possible classi-
cal algorithm. The last breakthrough we want to mention is the discovery, also by
Peter Shor (1995), that quantum information can indeed be protected against the
pernicious effects of the environment.

Look at the Bibliography or popular science literature for more on the history of
quantum computing.

2 Quantum Bits

A computer is a physical device that, when supplied with the correct set of data, gen-
erally known as the input, provides another set of data, the output. From this general
definition it follows that despite our familiarity with modern personal computers, a
computer is not necessarily an electronic device. Actually, the first computer con-
ceived and built under the supervision of Charles Babbage in the 19th century was
a purely mechanical device with no electronics in it.

If you think for a moment about this wide-ranging definition, you will quickly
realize that there are infinite different ways we can write (encode) the initial message
we want to communicate to the computer. Ultimately, the way we should encode it
will depend on the language spoken by the device, that is, the system of words and
rules used by the computer to operate. As with human language, the basic elements
of the language of the computer are the words and characters used to construct it.

To make the transition from classical to quantum information processing as smooth
as possible, we will start reviewing the basics of classical information theory. Then,
we will concentrate on the quantum case.
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2.1 Classical Bits

As you certainly already know, the language spoken by ordinary computers is the bi-
nary system. The latter assumes that every piece of information, for example, a num-
ber, a letter or a color, has a unique expression as a finite sequence of zeros and ones.
In the binary system, the number 39 is written 100111. Sometimes, by convention,
the sequence 01000001 is assigned to the letter A and 11111111 00000000 00000000
to the color red.

These sequences of zeros and ones are called bit strings and are somehow equivalent
to the words used by humans. Each individual digit of a binary string is called a
bit (from binary digit) and is the most basic piece of classical information. This is
the analog of the letters used in alphabetic languages. The number of bits in a bit
string is known as the size of the string.

Here we will only be interested in the binary system applied to numbers. If you are
given a positive integer number N in the usual decimal system, the corresponding
binary string will be given by the following formula,

N=2"1p +2" 2y + ...+ 2%, <> b1 by ... b,. (2.1)
For example,
39 = 25b; + 2%by + 23bs + 22by + 215 + 2°bg = 2°1 + 2%0 + 230 + 221 4 21 + 2°1,

thus,
39 «+— 100111.

Exercise 2.1. Write the bit string equivalent to every natural number from 1 to
20.

Exercise 2.2. Express 56 and 83 in binary notation.

2.2 Single Qubits

The words a quantum computer understands, that is, the carriers of information, are
called quantum bits or qubits, for short. The simplest piece of quantum information
is the single qubit or 1 qubit. It is a two-level quantum system described by a complex
two-dimensional unit state vector

1) = aler) + blea) (2.2)

where a and b are complex numbers, a,b € C?, and the vectors |¢;) and |p2) are two
arbitrary orthonormal vectors spanning the Hilbert space H = C? where the qubit
|4) lives. The real number |al? is the probability of measuring the system in the
state 1) and |b|? the probability of measuring it in |p,). Of course, since the only
possible outcomes of a measurement are |¢1) and |ps), it follows that |al? + [b]? = 1.
I remind you that the basis vectors |¢1) and |¢9) are chosen to be orthonormal, that
is, (¢r|ps) = drs, where 1, s = 1,2, because we want the two states to be perfectly
distinguishable. The symbol ( | ), of course, indicates the inner product on the
Hilbert space H.

Exercise 2.3. How is the inner product on a Hilbert space usually defined?



If you are the sort of person that prefers to have a physical picture in mind, you
may think of a qubit as an electron with two possible spins, a spin up | 1) and a
spin down | | ), a photon with a vertical | 1) and a horizontal | — ) polarization,
or an atom with two energy level states |Ey) and |F;). We will not use explicitly
any of these physical representations; however, at times it can be handy to have
these pictures in mind. This is somehow analogous to the correspondence made in
classical circuit theory between the binary values 0 and 1 and a zero or non-zero
voltage, respectively, along a piece of wire. In both cases, classical and quantum, a
purely theoretical discussion can be carried out without paying attention to any of
these real implementations. This is the approach we will take in these notes.

Even though you already studied most of the quantum mechanics used in quantum
computing, there are various conventions and original points of view that are worth
following. To begin, we will express the state vector of a single qubit as follows,

|9) = [0) + 1) (2.3)

The notation |¢) is unconventional. In fact, as usual in quantum mechanics, most
authors use |1). However, we follow the standard convention employed in quantum
computing and denote the orthonormal basis vectors by |0) and |1) to emphasize
the similitude with the classical binary system. The set {|0),|1)} is known as the
computational basis. If a state vector, say |i), can only take the values |0) or |1),
it is usual to simplify the notation by writing ¢ € {0,1} or i« = 0,1 instead of
li) € {]0),|1)}. Notice that in our notation, if ¢, 7 = 0, 1, then (i|j) = J;;. We will
use H, = C? to refer to the Hilbert space of a single qubit.

Another useful set of orthonormal vectors in the Hilbert space of a single qubit
H, is the so called Hadamard basis {|+),|—)}. The latter is given in terms of the
computational basis vectors by

1
+)=—10) +
)= 500+
The converse relations are

0) =

1
\fl ) \—>=ﬁ\0> \fl ) (2.4)

)+ )y D= )~ ) (2.5)

1 1
)+ el ) - el
V2 f V2 f
The state vector |q) of a single qubit can then be rewritten as |¢) gy = a |+) +a_|—),
where .
[67)) (03] Qp —
ay = ) a_ = . 2.6

According to definition (2.3), the state vector of a single qubit is a function of the
two complex numbers ay and a;. That is, we can write more explicitly

|g(a0, 1)) = a|0) + aa[1) . (2.7)

Now, since two complex numbers are equivalent to four real numbers and the nor-
malization condition imposes that |ag|* + |a1|* = 1, these four numbers reduce to
three. Additionally, since two state vectors that differ by a global phase, in fact
represent the same physical system, the three real numbers finally reduce to two.
The new variables, that we denote 6 and ¢, with 6 € [0, 7] and ¢ € [0,27), can be
chosen so that

lag| = cos(0/2) , lag| = sin(6/2) . (2.8)

Note that |ag|? + |a1]? is still equal to 1.



Exercise 2.4. Complete the missing steps.

The general expression of the single-qubit state vector in these new variables is
lq(0, ¢)) = cos(6/2)|0) + ' sin(0/2)|1) . (2.9)

In particular,
9(0,¢)) =10}, lq(m, ¢)) = [1). (2.10)

We also have,

|4(7/2,0)) = )+ ) =1+ (2.11)

2510+ 5t
and

lq(7/2,7m)) = f\0> \fH =) (2.12)

This parametrization of the state vector of a single qubit has a useful visual repre-
sentation. Suppose that the variables # and ¢ are the usual spherical coordinates.
Then, the state vector of a qubit will be represented by a point — or arrow — on
the unit sphere. For example, the north pole corresponds to the basis state vector
|0) and the south pole to |1). This unit sphere is called the Bloch sphere.

Fig. 1. The Bloch sphere.

Exercise 2.5. What is the position of the Hadamard basis vectors |+) and |—) in
the Bloch sphere?

Exercise 2.6. Show that orthogonal states are anti-parallel in the Bloch sphere.

2.3 Multiple Qubits

If a single qubit is a quantum system whose state vector lives in a two-dimensional
complex Hilbert space, |¢) = |q1) € H,, = C?, a 2 qubit is a quantum system whose
state vector lives in a Hilbert space which is the tensor product of the Hilbert spaces
of two single qubits, |g2) € Hy, = Hyy @ Hyy = c?.

In order to have a clean notation for higher qubits, we will rewrite the state vector
of a single qubit as follows,

1) = [0) + as|1) = Z i) . (2.13)

i=0,1



Following the same notation, the state vector of a 2 qubit is simply

|q2) = |0 0) + ap1|01) + ap|10) + ay|11) = Z%‘jﬁj) ; (2.14)
‘7-]‘

where 7,7 = 0,1. From now on, to avoid cluttering the formulas, we will assume
that — unless otherwise indicated — the indices 7, 7, ¥ under the summation symbol
take the values 0 and 1. By convention, the first element in the ket |i j) represents
a computational basis vector of H,, and the second element a basis vector of H,;.
Thus, (i j|kl) = (k) (j|l) = dixd;;. The mutually orthonormal states |00), |01),|10)
and |11) form the computational basis of H,,.

Exercise 2.7. Do you remember how the inner product on #H,, is given in terms of
the inner products on the individual Hilbert spaces H,, and H, 7

Note: If you had problems understanding the beginning of this section, I recom-
mend you to read the following Box. It summarizes the main mathematical concepts
and conventions we will use to describe multiple qubits. If you understood every-
thing, then you can confidently skip it.

Box 2.1. Tensor product spaces.

A 2 qubit, simply put, is the composite system of two single qubits. Here we
must remember that, since the single qubits can interact between them, the
complete description of the whole 2 qubit system may contain information
that is not available at the level of the individual qubits.

The Hilbert space H,, of the composite system is given by the tensor product
of the two individual Hilbert spaces,

My = Hy @ Hy . (2.15)

This means the following: given the single qubits |¢), |§) € H, and |¢),|{) €
H,, the tensor product of two vectors is a map

R:HQHy = Hy QHy s (2.16)
which satisfies
clg) ®1q') = (clg) ® |¢') = lg) ® (clq)), (2.17)
for every complex constant ¢, and
[0} @ (l¢) +13)) =l ®d) + o) ®(7) (2.18)
(I +12) ® (147 = o) ® ) +13) ® |d) - (2.19)

We can use this definition of the tensor product between vectors to define the
tensor product between entire Hilbert spaces.

If {|0),|1)} is a basis for H, and {|0'),[1)}, is a basis for #,, the tensor
product of these basis vectors, that is, |0) ® |0'), |0) @ [1/), |1) ® |0/) and
|1) ® |1') are basis vectors for H,, = H, ® H,. In other words, every element
|g2) in H,, has a unique expression of the form

la2) =D aigli) ® 15, (2.20)
1,5/




where the coefficients a;;» are complex numbers. Often, to lighten the notation,
one drops the symbol ® between the vectors. Additionally, one simply writes
|7) instead of |j’) because it is clear that the second basis vector is in H,.
Thus,

He 2 la2) = Y asli)]) € Ho ® He - (2.21)
i.j

A further simplification is to write |7 j) instead of |i)|j):
|a2) = > euli ) - (2.22)
4,

The inner product on the Hilbert space H,, is related to the inner products
on H, and H, by the following formula,

(g2ldz) = (Zam‘l] Z%d“fl ) = Z a:ja;cl@j‘kw

%,7,k,1

- Zamakl ‘k j‘l Zaz] Z_] (223)

0,7,k,1

Exercise 2.8. How would you define the tensor product between n single-
qubit Hilbert spaces?

Remember that composite quantum systems, such as 2 qubits, can be entangled,
namely, can be in a physical state whose corresponding vector cannot be written
as the tensor product of single qubits. In other words, an entangled state is not
a product state. What we mean by this is the following: if we multiply two single
qubits,

|a)ld") = (a0l0) + au[1)) (ae|0') + ar[17))

= apag|00) + apa}|01) + g1 0) + agaf|11)

= adjlij), (2.24)
2%

the entangled states in H,, are those for which «;; # ozioz;-.

Entangled states are a purely quantum phenomenon. They generally result from
the interaction of two or more quantum systems.

Exercise 2.9. Convince yourself that 1/4/2(]00) + |11)) is an entangled state.
For 3 qubits, the definition is similar: |g3) € Hy, = Hy @ Her @ Hor = ~ 2
the computational basis {|ij k)} of H,,,
|g3) = Z el j k) (2.25)
gk
Exercise 2.10. What condition is satisfied by the entangled states in H,,7

Exercise 2.11. Does the 3-qubit state vector 1/4/2(|000) + |[111)), known as the
GHYZ state, represents an entangled system?

8



The generalization to n qubits is straightforward. A multiple qubit or n qubit, for
n > 2, is a quantum system whose state vector |¢,) € Hg, = Hy @ ... @ Hgn = C*.
We will often use the notation |Q) = |¢,) and Hg = H,,. In the computational
basis {|i1...1,)} of Hg, the multiple qubit state vector |Q)) is given by the linear

combination
Q) = Z Qiy i1+ ) (2.26)

where the coefficients o, ;, are complex numbers.
Exercise 2.12. What is the condition satisfied by the entangled states in Hq?

To simplify the notation further, usually the bit string 7; ..., appearing in the
state vector |iy ...14,) is expressed in decimal notation using (2.1),

2"—1

Q)= a,lr). (2.27)

z=0

For example, a 2 qubit can alternatively be written in binary or decimal notation

|q2) = |0 0) + 1[0 1) + a10/10) + a11|11)
:OZQ‘O>+041|1>+062‘2>+043|3>. (228)

Even though the first two terms in the last line look exactly the same as the definition
(2.3) of a single qubit state vector, there is no risk of confusion because the context
will always clearly indicate the one we will be dealing with.

3 Quantum Circuits

Before we start building a computer, we need to decide in advance what sort of tasks
it will perform and find the most efficient way of achieving them. Later on we will
have time to come back to the concept of efficiency in computer science. However,
let us give you an intuitive idea. Suppose we have to automatically generate and
tabulate the values of a given polynomial function between two real numbers. To
do this, we can use Babbage’s “Difference Engine,” a heavy, slow and expensive
mechanical device. In principle, there is nothing wrong with it. However, I think we
all agree that today this is not the most efficient way of performing our tasks. That
is, it is not enough to come up with clever theoretical ideas; these ideas must be
transformable into practical devices that can process information efficiently. This
interplay between theoretical and practical aspects is key in computer science. It was
the invention of the transistor in 1947 that consolidated the classical circuit model
of computation and gave rise to modern computers. We start this section with a
brief overview of digital circuits to better understand how quantum computing relies
on, but also goes beyond this classical model.

3.1 Classical Circuit Gates

As we said, an ordinary digital computer understands the binary language of zeros
and ones. We provide our computer with a string of zeros and ones (the input), it



processes them and at the end it delivers a new string of zeros and ones (the output).
This process, which can be mechanical, electric, or of any other physical nature, is
in general expressed mathematically by a function f from the space of bit strings of
size [ to the space of bit strings of size m, f: {0,1}' — {0,1}™. These functions are
called (vector-valued) Boolean functions. Here we are interested in these functions,
that is, in the way the device processes information.

Computer science is a subject that, at least as we approach it here, is at its core
in part theoretical and in part practical. Let us say we have a Boolean function
f: 40,1} — {0,1}™ and we want to build a device that performs the same operation
as f. How should we proceed? Theoretical computer scientists have arrived at the
conclusion that any binary function f, no matter how difficult it is, can always
be reconstructed by using a combination of functions that are actually easier to
materialize in the real world. These more elementary functions are called elementary
or basic logic gates. This is the essence of the classical circuit model of computation.

The NOT gate is one of these classical basic functions,

NOT: {0,1} — {0,1}, b~ NOT(b) =b. (3.1)

The bar over the letter b denotes the logic negation of the bit b. In simple words,
if the input is 0, then the output is 1, and vice versa. We can also represent the
action of the NOT gate on a bit as follows,

NOT NOT

0 1, 1——0. (3.2)
The next basic gate is the OR gate,
OR: {0,1}* = {0, 1}, biby — OR(b1by), (3.3)
given explicitly by,
00250, 01251, 101, 112285 (3.4)

Note that, in contrast to the NOT gate, the input of an OR gate is a string of size
2. So, we call it a 2-bit gate. The last basic gate on our list is the AND gate,

AND: {0,1}*> — {0,1},  byby = AND(b1by), (3.5)
which transforms
002220 0122500 10220, 11 AR (3.6)

The result we referred above establishes that any Boolean function f: {0,1} —
{0, 1} can be expressed as a composition of these elementary gates. It is then said
that the gates NOT, OR and AND form a wuniversal set of (classical) (logic) gates.
Just as every component of an electric circuit has a visual representation, the three
electronic gates just mentioned have also a corresponding circuit diagram,

= J>= -

NOT OR AND

Fig. 2. Three classical basic electronic gates.

10



By convention, the inputs enter from the left of the gate and the outputs exist from
the right. The double lines represent the wires through which the data, namely, the
bit strings, flow to go from one gate to the next. A classical circuit, which, as we
said, can always be made using only the NOT, OR and AND gates, will consequently
have an associated visual representation, in general a convoluted circuit diagram,
showing every single element necessary to build it and the relative position between
them.

3.2 Single-Qubit Gates

As well as every Boolean function can be thought of as a concatenation of elementary
logic gates, we will see that any unitary transformation on a qubit can be decomposed
into a sequence of elementary quantum gates.

As you know, according to quantum mechanics, the evolution of a quantum system
is given by the action of a unitary operator on the state vector that describes the
system at some moment in time. That is, if our quantum system is an n qubit,
it will evolve from its initial state |Qg) to its final state |(Q)s) according to |Q) N
|Qs) = UlQo). In quantum computing, unitary transformations acting on qubit
state vectors, especially when the number of qubits is small, are also called (quantum
logic) gates or unitaries. In this subsection we will only deal with unitaries on single
qubits.

q) @ Ulq)

Fig. 3. Circuit diagram of a single-qubit gate.

As for classical circuits, the qubits move from left to right. However, notice that we
use single lines to represent the quantum communication channels (to distinguish
them from the double lines we used above for classical wires).

Exercise 3.1. Why quantum transformations must be unitary, U~! = UT?

Because the Hilbert space of a single qubit is a 2-dimensional vector space, it is
usual to express the computational basis vectors in column vector notation,

=] w=]] 87

Exercise 3.2. Show that the matrices assigned to the computational basis vectors
are indeed consistent with the orthonormality condition we imposed on them.

With this choice, the state vector of the single qubit (2.3) has the column vector

o-nff ][]

Correspondingly, its evolution will be determined by a single-qubit gate represented

by a 2 X 2 matrix
U Un
U= . 3.9
{Um Uu} (3:9)

11



Then, when the single qubit |¢) enters the gate U, on the other side of the gate
exists a state

Ugocrg + Uo1041] _ (3.10)

Ula) = [Ulo()éo + Unag

Exercise 3.3. Show that in index notation

U0y = Z Upli),  UJl) = Z Uali) (3.11)

and thus, more generally,

Ulg) = ZajUijm : (3.12)

If we are not given the explicit matrix representation of the single-qubit gate as in
(3.9), but only its action on the computational basis vectors, the single-qubit gate
is abstractly given by the ket-bra expression

U= Z Usli) (il - (3.13)

From here, we can find the matrix by using the following formula:

~ [owp) U
U‘[<1|U|o> <1|U|1>} (3:14)

That is, the elements of a 2 x 2 matrix associated to a single-qubit gate are given
by
Uij = (ilUj) - (3.15)
If a single qubit enters two gates, first U; and then U,, quantum mechanics tells
us that the outgoing qubit will be Us(Us|q)).

|g) — Ui — Us — Us(U1 |g))

Fig. 4. Two consecutive single-qubit gates.

Exercise 3.4. Show that
U2U1\q> = Z OéjUz,z‘kUl,kjm ) (3-16)

i7j7k
where U; and U; are two arbitrary single-qubit gates. Generalize this formula to N
consecutive gates.

A set of unitary transformations that play a key role in quantum computation
and communication are the Pauli matrices (the same Pauli matrices you certainly
encountered when you studied the spin of the electron):

0 1 0 —i 1 0
aX:X:L 0}, ayzyz{i 0"}, JZ:Z:{O _J. (3.17)

Most of the time we will refer to them as the X, Y, Z gates because this is how they
are actually called in quantum computing. However, as we will see, the o notation
is sometimes useful.

Among the many properties of the Pauli matrices, I start by reminding you they are
Hermitian, o = o,. In our notation a = X,Y, Z. From the physical point of view
this is important because it is telling us that the Pauli matrices are observables.

12



Exercise 3.5. Show that every Pauli matrix o, is its own inverse, that is, (0,)* = I,
where [ is the identity matrix. Verify that, however, the product of two different
Pauli matrices satisfy 0,0, = —030,.

Exercise 3.6. Prove that any complex 2 x 2 matrix can be uniquely written as a
linear combination of the Pauli matrices and the identity.

If we apply the Pauli matrices on the computational basis vectors, we get

S [ R
S 5 R i R

S N O [ B

This set of relations established by the Pauli matrices between the computational
basis vectors, allow us to define the abstract opetators

X0y = [1), X|[1) =10), (3.18)
Y0y =dl1), Y1) = —i|0), (3.19)
Z|0y =10y,  Z|1) =—|1). (3.20)

Exercise 3.7. Use the formula (3.14) to check that these operators indeed have the
Pauli matrices as representations.

Note that the Pauli operator X flips the computational basis vectors, X|i) = |i) =
|1 —1). So, its action is similar to the classical NOT gate, NOT(b) = b = 1 —b. This
explains why in quantum computing the X operator is called the bit flit gate and is
usually denoted NOT.

Exercise 3.8. Compute X,Y, Z on |+) and |—). Interpret your results.

Exercise 3.9. What is the geometric interpretation of the action of the Pauli ma-
trices on vectors in the Bloch sphere 17

In ket-bra notation the Pauli operator X takes the following form,
X =11){0] + |0)(1]. (3.21)
Or, in terms of the Hadamard basis vectors,
X =)+ (3.22)
Exercise 3.10. Find the ket-bra expressions for Y and Z.

Exercise 3.11. Using the column vector representation of the computational basis
vectors |0) and |1), show that, in fact, the ket-bra expressions above reproduce the
Pauli matrices.
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Being Hermitian, the Pauli matrices can be used to define the following unitary
operators,

R.(a)=e X2 R(B)=eVP2  R,(y)=e "2 (3.23)
where «, 3,7 € [0,27). They can be written more compactly as
R.(6,) = etoebal? (3.24)

The operator R,(6,) on a single qubit (2.9) acts as a rotation of 6, radians about
the a axis. We can rewrite them using trigonometric functions,

R,(6,) = cos(6,/2)] —isin(6,/2)o, , (3.25)
Exercise 3.12. Prove the previous identity.

Exercise 3.13. Suppose that i = n,1+ n,j + n.k is a unit normal vector on the
Bloch sphere and o = 0,1+ 0, + 0.k. Show that a rotation of an angle 65 about
the axis defined by 1 is given by

Ra(0g) = e ™9%/2 — co5(0,/2)1 —isin(fy/2)hr - o . (3.26)

Another single-qubit gate which is extensively used in quantum computing is the
Hadamard gate, defined by its action on the computational basis vectors as follows

H10) = )+ ), H|L) = )= ) (3.27)

1
750+ 75 73 - 75
that is,
H|0) = |+), H|1) =|-). (3.28)

Thus, if a single qubit enters a Hadamard gate, the outgoing state will be

The Hadamard gate, then, takes a state vector in the computational basis and shift
it to the Hadamard basis. The converse is also true because
1
)+

HI4) = — H|0) + —— F1]1) = )= 10) . (3.30)
) —

f“
7

7
1
Nl

Vit

H|-) = ——p1j0) — —pj1) =

10— )= 1), (3.31)

S0,
Hig)y = H(op|+) +a_|-)) =a H|+) +a_H|—) = ay]0) +a_|1).  (3.32)
Exercise 3.14. What is the ket-bra expression of the Hadamard gate?

Above we have chosen to introduce the Hadamard gate in terms of its abstract
action on the computational basis vectors, however, we could as well have chosen
the matrix viewpoint. As you can easily check (do it!), in the computational basis
the Hadamard gate has the following matrix representation,

H= % E _11} | (3.33)
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Exercise 3.15. Compute H2. How do you interpret this result?

Exercise 3.16. The Pauli and Hadamard gates satisfy the relation 0, = £Ho,H.
Find these relations for all the Pauli gates. Matrices M, such as the Hadamard gate,
that satisfy o, = £Mo, M, are called Clifford gates. Show that the Pauli gates are
Clifford gates themselves.

So far we have seen the Pauli matrices, rotations and the Hadamard gate. Let us
introduce a couple of other useful single-qubit gates.

We know that in quantum mechanics two state vectors that differ by a global
phase, actually represent the same quantum system. In the case of a single qubit,
we can write this as |q) ~ €®|q). However, if we add a relative phase between the
components of a qubit, the two state vectors describe different quantum systems,
@]0) +aq|1) = apl0) +e*®ay|1). We can add this relative phase factor ¢ by letting
our qubit enter the following gate,

P(¢)|0)=10),  P()[1) = e"|1); (3.34)
or, in matrix form,
1 0
P(¢) = [O eup] : (3.35)
This unitary is known as the relative phase gate. A special case occurs when ¢ = /2,
S10)=10),  S|1)=e™?1) =i|1). (3.36)

This is the S gate. Another useful case is when ¢ = 7/4,

TIOY = [0y, T|1) = /A1) = %(1 + i)Y (3.37)

No surprise, this is called the T gate, but sometimes it is also called the 7/8 gate.
In summary, P(¢p =7/2) =S5 and P(¢p =n/4) =T.

Exercise 3.17. Prove that the S gate is a Clifford gate.
Exercise 3.18. Do you see why the Z gate is also known as the phase flip gate?

Exercise 3.19. Why do you think the gate R = HSH is often called the v NOT
gate?

Exercise 3.20. Compute P™(¢) for m = 2,3,4,.... Consider then the cases ¢ =
/2 and ¢ = 7/4. How are these P™’s related to the other unitaries?

Exercise 3.21. In general, a relative phase gate is not Hermitian. What condition
must a relative phase gate satisfy in order to be Hermitian?

3.3 Multiple Single-Qubit Gates

Before explaining how a general unitary transformation acts on an n qubit, let us
first consider the simpler case of a gate that acts independently on the n single
qubits of an n-qubit product state,

Ulge) =1 @...0 Uy (I¢) ... 1¢™) = Uild) ... Uplg™) . (3.38)

15



As you see, these special transformations do not produce any entanglement between
the single qubits of the incoming product state.

q) Ui |q)
lq") ‘ Ul Us lg")
‘q/n> Un ’q/n>

Fig. 5. A non-entangling n-qubit gate.

To be more precise, consider the action of n independent Hadamard gates on the
individual qubits of an n-product state,

Ho..@H(d)...|d") =Hl|d)...H|l¢"). (3.39)

Let us start considering the easier cases.
For a computational basis vector |i) € H,, a single Hadamard gate acts as follows,

iy —{ H —|(-1)")
Fig. 6. The Hadamard gate.

Another useful way to write it is

L1 L L ey
H|Z>=ﬁ\0>+ﬁ(—1)|1>—\/§2j:( D¥15)- (3.40)

Since €™ = —1, a third common notation is
HIK) = —=|0) + —eim™[1) = —= 3 ¢ ). (3.41)
VoA Va2

Note that in the last equation we used the letter k instead of the usual ¢ to denote
the computational basis vectors. We did this simply to avoid confusion with the
imaginary 4.

Thus, for a single qubit,

Hlq) = HZ%’W = Z%H\i>

=S a1 = = S el = o5 el (42

Exercise 3.22. Use the index expressions above to prove that, as we already know
from Exercise 3.15, H(H|i)) = |i).

Suppose now we have a product state |i1)|ia) € H,, and we apply a Hadamard
gate to each of the qubits,

16



li1) @ H |iy)

|i2) H H |ip)

Fig. 7. Two Hadamard gates in parallel.

1 1 i i L 1z
s (100 S50 ) = (100 + - )
=%(\oo>+<—1>i2|01>+< 1)210) + (~1)"[11))

= ) ) (3.43)

J1,J2

Hliy)Hlig) =

(\V]

We can rewrite the left hand side of this equation as follows,
H|i)Hlis) = (H® 1)(1® H)|i1)]is) = H® Hliy)|is) = H®?|iy is) . (3.44)

The right hand side can also be written in a more compact and general form by
using the notation |x) = |i; i). Similarly, |y) = |j1 j2). Putting these contributions
together, we obtain

H®?|z) = ¢_ Z 1)2Y)y) . (3.45)

Be aware that here z denotes a binary strmg and not a decimal number as in
equation (2.27). Moreover, x -y is a sort of dot product, x -y = i1j; + i2J2, and not
the multiplication of two decimal numbers. Finally, the sum over y simply means

Z Yy =>. (3.46)

J1 o J2 J1,J2

You can easily generalize (3.45) to n Hadamard gates acting independently on n
single qubits,

H®"|z) = ¢_ Z 1)%Y)y), (3.47)

Wherex:il...in,y:jl...jnandx~y:z1j1+...+znjn.

) o Ho" |z)
Fig. 8. n Hadamard gates in parallel acting on a computational basis vector of H,.

Exercise 3.23. Explain how the general formula (3.47) is obtained by considering
three qubits, four qubits, etc.

Exercise 3.24. Show that H®"(H®"|z)) = |x).

17



If we express the state vector of the n qubit as a linear combination
Q) = axlw), (3.48)
the n Hadamard gates will act according to

HEMQ) = 3 0 HoMr) = —= 3 (~1)"a. ). (3.49)

Once again, remember that here, x and y are binary strings.

3.4 Multi-Qubit Gates

So far we have discussed quantum gates that act on single qubits, the natural ques-
tion now is: what about 2-qubit gates, 3-qubit gates, etc? In principle, nothing
prevents us from conceiving quantum gates that act on n qubits. In fact, the math-
ematical generalization is quite straightforward. If |@) is the state vector of an n
qubit, a general n-qubit gate is a unitary transformation U on |Q), |Q) — U|Q).
The only restriction on U is that it must be unitary, U~ = UT.

Q) —U—U1Q)

Fig. 9. A unitary transformation acting on an n qubit.

Given that the computational basis vectors of Hg = Hy @ ... ® Hym =2 C* are
liy...0n) = |i1) ® ... ® |in), where {|i,)} = {]0),|1)} is the computational basis
of Hyr, 1 = 1,2,...n, every vector |Q) = > i, i,|i1...1,) iIn Hg will have the
following column vector representation,

i, i,
Q= % an |07 0o |30 (3.50)

where [0;.0 0;,1]7 is the matrix representation of |i,).
The unitary transformation U will thus have a 2" x 2™ matrix representation,

U11 U12n
v=1|... ... ... (3.51)
U2n1 U2n2n

For example, the computational basis vectors of H,, are simply

1 0 0 0
0 1 0 0
0 0 0 1

It follows that every 2-qubit state vector |g2) = > ay;]ij) will be represented by a
column vector

1 0 0 0

Qoo
0 1 0 0 o
|q2) = o 0 + Qo1 0 + 1o 1 + o ol = oz?(l) , (3.53)
0 O 0 1 11
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and every unitary transformation on |gs) will have the general 4 x 4 matrix form

Un Up Uz U
U Uz Uy Un
Usi Usx Uss Usal|’
Un Usp Uy Uy

U= (3.54)

with U,s = U}

sr*

Exercise 3.25. Can you find a way to rename the subscripts of the matrix elements
U,s of (3.54) so that the product Ulgy) has a tidy form in index notation?

Box 3.1. Tensor product of operators.

In Box 2.1, we recalled the definition of the tensor product of vectors as well
as of entire Hilbert spaces. Now, we want to review how operators act on the
individual Hilbert spaces of composite systems.

Suppose two single qubits with Hilbert spaces H, and H, and two operators
acting on them,

A:Hy— Hy, lg) = Alg),
B:Hy — Hy, ') — B|q).

Let us say we form the 2-qubit system with Hilbert space H,, = H, ® Hy.
We can associate to A the operator A® 1: H,, — H,g,, such that

AR 1llg)=AQ® 1<Zaij‘ij>) = Zaij(Aﬁ)) ® 1]j) = Z%’j(ﬂ@)‘ﬁ 0
2 (2 2%
A similar definition applies to the operator B. In general,
A@B(Z%m) =3 i (A18)) (BI3)) (3.55)
(2] 1,J
Exercise 3.26. Show that a unitary transformation that entangles two single
qubits cannot be expressed as the tensor product of two single-qubit gates.

Exercise 3.27. Generalize everything said above for a Hilbert space that is
the tensor product of n single qubit spaces.

Given two operators A and B and their respective matrix representations, to
the tensor product A ® B we associate the matrix
aii a12] & [511 b12:| _ {0413 0423}

(3.56)

A® B =
{&21 a22 ba1 Do anB axnB

The generalization to more than two operators and to higher order matrices
is straightforward.

When there is no risk of confusion, we will drop the tensor product symbol
® and simply write AB for A ® B.

Exercise 3.28. Explain the choice (3.52) for the basis vectors of H,,.
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One of the simplest 2" x 2" unitary matrix transformations (3.51) is the one formed
by the tensor product of n 2 x 2 unitary matrices,

U=U;®...0U,. (3.57)
This unitary acts on a product state |Q) = |¢') ® ... ® |¢'") as follows,
UQ)=U1®...0U0,(l¢)®...@1¢") =Ui(l¢) ... Uald™). (3.58)

Thus, the unitary (3.57) keeps the quantum state |(Q)) unentangled. For instance, in
the previous subsection we considered U; = ... =U, = H.

The advantage of a quantum computer over a classical one, though, is its ability
to create and efficiently keep track of the superposition of all the possible states
available to a quantum system. This includes, of course, entangled states. Thus,
if we want to take full advantage of all the power of quantum mechanics, we need
to introduce quantum gates that create entanglement. It can be proved that —
something we will not do here — a single gate that produces entanglement, in
addition to a complete set of single-qubit gates, is all we need to build any multi-
qubit gate we want. The gate usually chosen is the so-called CNOT gate. We will
first introduce it and then see how it enters into the production of other useful
unitaries.

A quantum controlled gate is a gate that operates on two qubits, one register by
convention called the control qubit and the other the target qubit. While the control
qubit is a single qubit and it remains unchanged when passing through the gate, the
target qubit is in general an n qubit and it gets modified depending on the value of
the control qubit. By definition, for ¢ € {0, 1}, a controlled gate transforms

|€)|Qe) — ) U(c)|Qy) (3.59)

where Uf(c) is a unitary on |@;) which action depends on the value of c.
The controlled-U gate is defined as follows,

CUI0)|Q) = 0)[Qy,  CUD[Qy = [1H)UIQy) - (3.60)

In ket-bra notation,

CU=0)0|@1+|1)(1|eU. (3.61)
Its circuit diagram is:
19
|w)
Q1) U]

Fig. 10. The controlled-U gate.

Since there is nothing particular about the basis vector |1), we could as well have
used the vector |0) to define a controlled gate. The latter is a controlled-V gate,

CV[0)|Q) = [0)V]Qr),  CVID|Qy) = [1)[Q:) . (3.62)

As you can show,
CV=0)0eV+H{1lel. (3.63)
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The gate is commonly illustrated as follows,

19

’Qt> ﬁ ’w>

Fig. 11. The controlled-V gate.

We will almost exclusively deal with controlled-U gates.
Note that we can rewrite the definition of a controlled-U gate as follows,

CU)|Qr) = 1)U1Q) (3.64)
where
‘ £
Ul = {élifli :q. (3.65)

In particular, if we write the control qubit as [¢) = >, ¢;|i) and assume that the
target qubit is a single qubit with state vector [t) = Ej tj|7), the transformation of
a controlled-U gate in index notation takes the general form

CU(le)t)) = D ety [)U'[3) - (3.66)

,J
Exercise 3.29. Prove that
CV(|i)|t)) = |i)V1*i\t> . (3.67)

The matrix representation of a CU gate on single qubits can easily be found:

colo 1 0 0 i 0
cot1| 0 1 0 0
CU it | = 0lo g Tot o] Tatolrp gy | T4 |10 0] (o
Cltl 0 0 U U 0 i U U 1
1 0 0 0] |eoto 00 O 0] 0
{01 0 0f |eota n 00 O 0 0
- 0000 0 0 0 Uoo U01 Clto
00 0O 0 00 U10 U11_ Cltl
Coto
. I 0 Cotl
- 0 U Clto
1ty

Thus, we have shown that a controlled-U gate on single qubits has the following
matrix representation,

U = {é [ﬂ . (3.68)

Exercise 3.30. What is the matrix representation of a controlled-V gate?
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For example, for a controlled-X gate,

1000 C(]t(] C(]t(]
o Co t(] . 01 00 C(]tl . C(]tl
Cx(|c>|t>)_CX(M®H)_ 000 1| |at] = et | 36
0010 Cltl Clto
If the control qubit is in the basis vector [0) = [1 0], we have
1 000 to
oot oo o [ L Tely a1 ]
CxX(Om) =19 o 0 1 (M @ M)_ 0|~ M @ M RULE
0010 0

As expected, since any controlled-U gate does nothing when the control qubit is in
the state |0). If, on the other hand, |c) = |1) = [0 1]7,

10 00 0
exmm= 10 5 o 5| ([ k) =|o] =[] 2] = wxe.
0010 to

Exercise 3.31. Show that a controlled-Z gate transforms

cz cz o
0)[t) ==+ [0)[t), (1)) == [1) D _(=1)t515) - (3.70)
J
What is the matrix corresponding to CZ7

Exercise 3.32. A useful variant of the relative phase gate (3.34) is the R; gate
defined by

27
Rilj) = 59]j). (3.71)
Write its matrix representation. How would you define a controlled-R; gate? Write
the corresponding matrix and draw the circuit diagram.

The controlled-NOT or CNOT gate is another instance of controlled-U gate on
single qubits. For 7,5 € {0,1},
A{\ CONOT _ \.(. .
D7) ——— Dl @ 1) (3.72)
The notation @7 is the standard way of denoting a binary sum: i®j = (i+j) mod2.

For example, 0 0=0,001=1,10d0=1and 1 ® 1= 0. For the computational
basis vectors,

10)0) —5 [0)]0 & 0) = [0)]0)
0)]1) === [0)]1 & 0) = [0)[1),,
1)[0) —= (1)o@ 1) = [1)]1),
1)]1) == (1)1 @ 1) = [1)[0).
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That is,

00) —29T5 100y, J01) -9 01y, 10y 2N 1), 1) -2 10).
From here, we read the matrix representation of the CNOT gate,
1 000
oNot= |0 o o 1l =cx. (3.73)
0010

We see that the CNOT gate is actually the same as the CX gate. This is consistent
with the fact that the X gate flips the computational basis vectors |0) <> |1) as
well as the classical NOT gate flips the bits 0 <+ 1. As we said, the CNOT gate is
frequently used to create entanglement and build other unitary transformations.

-2

Fig. 12. Circuit identity CNOT=CX.

Exercise 3.33. Show that the CNOT gate is not the tensor product of two single-
qubit gates. What is the physical meaning of this?

Exercise 3.34. If |i) is a computational basis state vector, how would you write
the transformed state X|i) using the @ symbol?

Another useful example of controlled-U gate is the CSWAP gate. In this case the
unitary U is a 2-qubit gate known as the SWAP gate,

SWAP

) [B) AP gy gy (3.74)

In components, the SWAP unitary interchanges u; <> b;. Its matrix representation
can be obtained noting that

ugbo ugbo bouo ugbo

. U(]bl SWAP U(]bl . bou1 . U1b0
lu)|b)y = b ———— SWAP wibo| = lbruo| = |uoby | - (3.75)

U1b1 U1b1 b1u1 U1b1

The matrix representation of the SWAP gate in the computational basis of H,, is
then

1 00 0
0010
SWAP = 010 0 (3.76)
0001
Graphically the SWAP gate is represented by the following diagram

|u) 1b)
1b) )

Fig. 13. The SWAP gate.
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Exercise 3.35. Show that the ket-bra expression for the SWAP gate is

SWAP = " k1) (k1|. (3.77)

Exercise 3.36. It is easy to check that the SWAP gate can be written as

1
SWAP = (I®I+X®X+Y®Y+Z®Z):§ZUA®UA, (3.78)
A

N | —

where A = I, X,Y, Z. What is the physical reason for this?

Exercise 3.37. Below is an illustration of the controlled-SWAP gate (CSWAP).
What is the outgoing state |w)?

Fig. 14. The controlled-SWAP gate.

Now that we know how to create entangled states from product states using the
CNOT gate, we would like to known how to construct other multi-qubit gates using
the CNOT gate.

Since quantum gates are identified with unitary transformations, then, according to
the mathematical formalism of quantum mechanics, any gate will be the composition
of certain unitary transformations (each of them, of course, corresponding to a
particular gate),

Q) = U1|Q) = Us(U1|Q)) = - - - (3.79)

In terms of matrices, this means that any quantum gate will be equivalent to a
product of matrices, each matrix corresponding to a gate in the circuit. To illustrate
how this works, consider the following circuit,

T

ity — U — Us —

Fig. 15. Two consecutive CU gates.

Exercise 3.38. Verify that each step below is correct:
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|e)[t) = coto]0)]0) + cot1|0)|1) + c1to|1)|0) + c1t1]1)]1)

SELIIN coto]0)]0) + cot1]0)|1) + c1to|1)UL|0) + ert1|1)Up|1)

=2 eto]0)]0) + cot1]0)]1)
+ c1to|1) (U1700U2\0> + Ur10Us|1)) + cita|1) (U1,01U2\0> + Up,11Us|1))

= ¢olo|0)[0) + cot1]0)|1)
+ [Clto (U1,00U2,00 + U1,10U2,01) +aty (U1,01U2,00 + U1,11U2,01)} 11)]0)
+ [Clto (U1,00U2,10 + U1,10U2,11) +aty (U1,01U2,10 + U1,11U2,11)} 1)1),

which is the product CU,CUj|c)|t).

Exercise 3.39. Compute the evolution of the incoming qubits as they pass through
the following gates,

! T T jw) ! T T T jw)

1) — Vs t) — U

Fig. 16

Exercise 3.40. Show the equivalence of the following circuits,

D G Ll R

Fig. 17. Circuit identity.

Exercise 3.41. What is the output state |w) of the circuit below? What if the CV
gate is followed by the CU gate?

|9) L O
|w)
Q) U Jv}j

= L]

Fig. 18. CU gate followed by a CV gate.

Exercise 3.42. Compare the outgoing states of the following circuits . Then, con-
sider the special case |t;) = |0) foralli=1,..., N.
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N

Fig. 19. Circuits (a) and (b).

Exercise 3.43. What sequence of gates undo the action of the gates in Figure

19(b)?

Exercise 3.44. What is the outgoing state of the circuit below? Then, consider

the case U = R.(0).

le1) @ @
|C2> @
len) @ @
1t) any D rl\ W /l\ N
U U TV D o
Fig. 20

If, as we said, any multi-qubit gate can be constructed using the CNOT gate and
a set of universal single-qubit gates, we should be able to prove that the SWAP and
CSWAP gates are concatenations of CNOT gates. The circuit that does it is shown

below:

Fig. 21. CNOT? = SWAP.
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Let us prove that it does exactly what we want:

Coto

o to| _ |cola
l = |2 & 2] = | @3

city

= Cot0‘0>‘0> + C0t1|0>|1> + Clt0‘1>‘0> + Clt1‘1>‘1>

CNOT>
Cot0|0>|0> -+ C0t1|0>|1> + Clt0‘1>‘1> —+ Clt1|1>|0>
CNOT;
_ Cot0|0>|0> + Cot1|1>|1> + Clt0|0>|1> + Clt1|1>|0>
CNOT>
_ Cot0|0>|0> + C0t1|1>|0> + Clt0‘0>‘1> + Clt1|1>|1>
Coto
_lato]  |to Co|
= et | = |:t1} ® LJ = [t)|c) .
Cltl

Thus, three consecutive CNOT gates acting as shown in Figure 21 are equiva-
lent to a single SWAP gate. We can symbolically write this identity as SWAP =
CNOT,CNOT;CNOT;. Sometimes this identity is simply written SWAP = CN OT3.

In index notation the proof is as follows,

A1) = D el Sotili) = D etilils)

i 0,

o D i@ )

0,3

O S i j @i @ )
/[:7.7

TN ctjlivjodiojoioio;).
/[:7.7

But, since computational basis vectors satisfy |i @ i) = |0), then

CNOT, . CNOT; _ CNOT L . .
)]t} = — =Y atslili) =Y tli) Y aliy = [Ble) .
J

1,J %

Exercise 3.45. Prove the circuit identity SWAP = CNOT?® by using the ket-bra
form (3.61) of the controlled-U gates.

Exercise 3.46. Show that the CSWAP gate can be implemented by the following
equivalent sequence of gates:
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T

Fig. 22. A sequence of gates equivalent to the CSWAP gate.

In the same spirit, we can construct quantum gates that operate on more than 2
qubits. One such gate is the controlled-controlled NOT gate, most commonly known
as the CCNOT or the Toffoli gate. It is a 3-qubit gate that transforms

(i) k) s (i) [0k @ i) - (3.80)

If we write the first control qubit as ¢ = ), c1,|i), the second control qubit as
co =Y . C24|7) and the target qubit as ¢t = ), tx|k), the Toffoli gate transforms

led)eat) = D cricatrli) i) k) = > cricatil) ik @ig) . (3.81)

4,5,k 1,7,k

3.5 Measurement

From the beginning of these notes I have assumed that you are familiar with the
crucial role played by the measurement process in quantum mechanics. For example,
in the pages above I took for granted that you knew that for a single qubit |¢) =
3. aili), the probability of measuring the state |i) is |o;|?. Of course, this is simply
because

P(li)) =

Z%U’ —)Z% |J’ —’Z% i

In terms of the projectors on the computational basis vectors, P; = |i)(i|, the formula
for the probabilities is

P(li)) = [(ilg)|* = (ila)*(ilg) = {ali)(ila) = {alPila) - (3.83)

In quantum computing, a measurement in the computational basis of a single qubit
is depicted as follows,

= |ag]*.  (3.82)

lq) —A—1i)
Fig. 23. A measurement gate.

Exercise 3.47. Show that indeed the P,’s are projectors, that is, PZT = P; and
P2=P.

Exercise 3.48. If a single qubit |¢) enters the sequence of gates HP(¢)H, where
P(¢) was defined in (3.34), what is the probability of measuring |0) and |1)? Con-
sider then the case |¢) = |0). Draw the probabilities for 0 < ¢ < 2.
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Certainly, there is nothing new here for you. What you may not know, though, is
what happens to a 2 qubit when a measurement is performed on only one of the
qubits. Let me recall it very quickly.

Given a 2 qubit in a generic state |g2) = >, a;i[jk), we can, for example, ask
about the probability of finding the first qubit in the computational basis state |i).
Because we do nothing to the second qubit, the probability P(]i -)) must take into
account the two possibilities of the second qubit, that is,

P(li-)) = P(|i 0)) + P(Ji 1)) = [(i 0]gz)|* + [{i 1]g2)|”

= |Ozi0|2 + |Oéi1|2 = Z |0zij|2 . (384)
J

Similarly, the partial measurement of the second qubit comes with probabilities

P(l- k) =) fawl*. (3.85)

i

Exercise 3.49. If |i) is the result of measuring the first qubit, what is the state
vector of the second qubit?

Exercise 3.50. Work explicitly the case of 3 qubits. Explore all possible measure-
ments.

To illustrate some interesting consequences of the measurement process in quantum
computing, let us consider the following examples. But first, since we will need the
controlled-U gate to act on a general target qubit, rather than a single qubit as in
(3.66), let us write it again in index notation,

[)|Q) T | U°|Q) . (3.86)

That is, if the incoming product state is |¢)|Q), we have that

9)1@Q) =Y eulill@) = D euli)U'|Q) (3.87)

)

Without risk of confusion, we can also write this as
> il UQ) = aill']i Q) (3.88)

where it is understood that the U® in the right hand side is 1 ® U".
Let us now examine the following circuit,

lq) — 9| FL g — o
Q) U |

Fig. 24

In this example, ¢ is an arbitrary gate on the single qubit |¢) and g~! is its inverse.
For instance, g can be any of the Pauli unitaries or the Hadamard gate. The gate
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U, on the other hand, is an arbitrary unitary transformation on the n qubit |Q). As
a special case, |@)) could be a single qubit.

Following the circuit, we have that
. CU il -1 * .
@) V> gieili Q) —— Y gy Ui Q) - giigriosUMi Q) . (3.89)
i\ irj irj,k
In full form, the output state vector |w) is
|w) = [@0(ggog00 + Gi0g10U) + 1 (ggogor + giog11U)] |0 Q)
+ [040(931900 + 911910U) + a1(go1 901 + giklgllU)} 11Q). (3.90)

Of course, g;; = g;; because g is unitary.

Exercise 3.51. Check that the previous formulas are correct by using explicit ma-
trix representations.

Suppose now that g is the Hadamard gate,

jw)
@)
Q) U
Fig. 25

In this case, the state vector |w) is

;W FU) +aa(1 = 0)]0@) + 3 fao(l V) +aa (1 +U)][1Q)

— - ZO‘Z (14 (-1)'0V)|0Q) + Zai(l — (-1)'U)|1Q). (3.91)

i

jw) =

Once again, recall that we are using the shorthand notation AB for the tensor prod-
uct A® B. Thus, by (1 £U) we really mean (1®1+1®U).

The probabilities of measuring the upper qubit in |0) and |1) are
1 i 2 1 7
— <[>y, Pl = Y al - (1))
If you prefer, we can write them more compactly as

‘ Z oy (1 ”JU)‘ . (3.92)

Exercise 3.52. Prove that the sum of these two probabilities is equal to 1.
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In particular, if the control qubit |g) in (3.91) is prepared in the state |0), we get
1 1
|w>25(1+U)|0Q>+§(1—U)|1Q). (3.93)
Exercise 3.53. Show that
1
P(|0-)) = 5(1+Re(Q|U|Q)). (3.94)

Find P(|1-)) and show that the sum of the two probabilities is equal to 1.

A similar set-up is at the core of the so called quantum phase estimation algorithm.
Suppose that the unitary transformation U acts as U|Q) = ¢?|Q). In other words,
assume that the state vector |Q)) of the qubit is an eigenvector of the unitary U. In
this case, the outgoing state (3.93) becomes

W) = 5(1+E0Q) + 51— e*)1Q). (3.95)

As before, we are interested in the probabilities

P(0) = 31+ )1+ e ) = cos’(6/2), (3.96)
P(1-) = i(l — ) (1 — ™) = sin%(6/2). (3.97)

As you see, there is a closed relationship between these probabilities and the phase
angle. For example, if the phase angle is greater that 45°, the probability of mea-
suring the state |1) is greater than measuring |0).

Exercise 3.54. If U|Q) = ¢¥|Q), what is the outgoing state in the following dia-
gram? After this, do it for 3 and — if you can — generalize to an arbitrary number
of incoming measuring qubits |0).

0) —m H ® H—

0

Fig. 26

Another interesting case worth considering is when in the circuit shown in Figure
25, the control qubit is in the state |¢) = (|0) —4|1))/v/2, for which,

(1—1) (1—1)
22 2v/2

Exercise 3.55. Draw the circuit diagram that implements the previous transfor-
mation. Find the probability P(]0-)) and P(]1-)).

w) = (1+iU)|0Q) + (1—iU)1Q). (3.98)
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Suppose now that the incoming qubit |@) in Figure 25 is a 2-qubit unentangled
system, that is, suppose |Q) = [|t1)|t2), and let U be a SWAP gate. The circuit
diagram becomes

Fig. 27

The analysis of the circuit gives
. 1
Y ey
swap_ 1 1
— —=1|0)|t1 t2) + —=|1
\/§| >| 1 2> \/ﬁ‘
Hc

e 20+ 1)1 )+ 5 (10) — [1)a 1)

(10) + 1)) [t1 t2)

Mta 1)

= 100 (It ) + [12 £) + 1) (12 ) — [12 1) = ).

If we measure the first qubit and leave alone the second and third qubits, the prob-
abilities are

, L. ,
Pli - ) = P(§(|2 £ ta) + Ji b t1>)> . (3.99)
The 1/2 in the right hand side is the normalization factor.

Exercise 3.56. Prove that, in fact, in the Hilbert space of outgoing states
1®1=1® |ty ta)(t1 to] + 1@ |ta t1){ty 1] . (3.100)
The explicit calculation of the probabilities (3.99) is as follows,

P(li - ) = 5 ((i ta ta| + (i ta 1a]) )

(1 ty to] + (i to t1|)%(|¢ tita) + (—1)']i ta 1))

(tr]t1) (talta) + (—1) (t]to) (taltr)
talta) (t1[ta) + (=1) (Lalta) (t1]t1))
(T4 (1)) + (1 + (=1)") (talta) (t1]E2)"]

(T+ (=1)") (1 + [{ta|t2)]?) - (3.101)

Exercise 3.57. Show that P(|0 - -)) + P(|1 - -)) = 1, regardless of the values of the
incoming qubits |t1) and |ts).

. N/

N N R Yl S

Notice that, if you prepare the two target qubits |¢;) and |ts) such that they are
perpendicular, (t1,t,) = 0, it follows that P(|0 - -)) =1/2 and P(|1 - -)) = 1/2 as
well. If, instead, they are prepared in the same state, (t1,t2) = 1, the probabilities
are P(|0 - -)) =1and P(|1 - -)) =0.
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4 Quantum Algorithms

We often hear quantum computing experts and popular science writers alike say
that future quantum computers will be much faster than standard computers. They
will be so fast that, according to some, in a matter of minutes or even seconds we
will be able to solve problems that would take billions of years (more than the age
of the universe!) for the most powerful classical supercomputers. Moreover, they
say that there is good evidence to think there are problems that, in principle, a
quantum computer will be able to solve but classical computers will not, no matter
how powerful they become or how much time we give them to work on them. All
these claims seem to be unfounded exaggerations, part of the contemporary hype
around quantum computers. However, there is something that remains true: there
is something in the way a quantum computer processes information — the super-
position of quantum states — that has the potential to make it faster than classical
computers, at least at solving certain problems.

Note that here we are not referring to the physical realization of these devices,
but to the theoretical mode of computation. That is, on paper at least, quantum
computers will be faster than classical ones thanks to their unique way of processing
information and not because of their implementation. In other words, if we use
the quantum circuit model of computation instead of the classical circuit model to
design the solution to a problem, we may arrive at a circuit that solves it in less
time.

We have been careful to emphasize that quantum computers will be faster than
classical ones at solving some problems, but not all. In the circuit model of com-
putation, whether classical or quantum, an algorithm is a circuit, that is, a specific
arrangements of gates, that given a certain input, delivers the desired output. So,
when people, experts and non-experts, loosely say that quantum computers will be
much faster than classical computers, what they really mean is that we known some
specific quantum algorithms that are faster than the classical algorithms created to
solve the same problem.

After all this, you may be wondering, “Ok, but what exactly does “faster” mean?”
This is something that, as we will see in the next examples, will depend on each
particular problem.

Box 4.1. The probabilistic model of computation.

Another classical model of computation is the probabilistic model. If we have
a classical system and there are various outcomes for an experiment, we can
use a probabilistic description of the system. For example, when you toss an
unbiased coin in the air, you can describe the state of the system with a real
two-dimensional vector

C) = 3 1H) + 5 IT). (4.1)

The coefficients 1/2 are the probabilities of observing head or tail when the
coin stops. If the coin is biased, the state rector will take the more general
form

|C) = pu|H) + pr|T), (4.2)
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where pg,pr € [0,1] and py + pr = 1. The probabilities py and pr can be
obtained by defining an inner product on R? such that

(H|C)=pu, (T|C)=pr. (4.3)

No doubt, all this looks very similar to the mathematical description of
the single qubit (2.3). We can even write everything in column vectors and
introduce matrix transformations on these vectors. It seems that the only dif-
ference between the two models is that the coefficients are real in one case and
complex in the other. The two descriptions are so similar that many computer
scientists prefer to introduce the mathematics of quantum mechanics by using
the probabilistic model. Of course, we already knew quantum mechanics, so
we did not need to do that.

What we want to stress here, though, is that, despite the resemblance between
the mathematics of the probabilistic and the quantum models of computation,
there is a fundamental — philosophical, if you wish — difference between the
two: the uncertainty in the probabilistic model is due to our limited knowledge
of the system, whereas the uncertainty in the quantum model is intrinsic to
nature. In principle, we can develop a probabilistic model of computation
with complex coefficients (there is nothing wrong with that), but as long as
it is based on a physical system which is classical, the superposition of states
will not have the same meaning as the superposition of states occurring in the
quantum world. In a classical system, whether deterministic or probabilistic, a
measurement reveals the true state of the system before the measurement. In
contrast, in quantum mechanics, a measurement fixes the state of the system.

4.1 Deutsch’s Algorithms

We start with the simplest and historically the first quantum algorithm ever con-
ceived, the algorithm proposed by David Deutsch in 1996 and then we discuss its
generalization proposed a few months later by Deutsch himself and Richard Jozsa.
The goal of these quantum algorithms is not their real-life application, but to prove
that quantum algorithms, at least in principle, can solve computational problems
faster than the fastest classical algorithm.

The Deutsch algorithm
Suppose we are given a Boolean function f: {0,1} — {0,1} and we are told that

it is constant or balanced. However, we do not know which of the two is the case.
By constant we mean that f(0) = f(1), whether because

f(0)=f(1) =0, (4.4)

or

f0)=f(1) =1, (4.5)
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On the other hand, balanced means that f(0) # f(1), that is,

fO)=07#f(1)=1, (4.6)

f(0)=17#f(1)=0. (4.7)

To keep track of these two possibilities, we will indicate each of the previous cases
by f. and fy, respectively.

It seems clear that it is not enough to know the value of the function at one single
input, whether 0 or 1, to determine if the function is constant or balanced; we
need to know the value of the function at both 0 and 1. If the function has to be
evaluated at two different values, computer scientists say that the function has to
be called “twice” or “two times”. In general, the more calls your algorithm makes
to a function, the more complex and slow it is. Conversely, the less calls you make
to a function, the less complex and faster is your algorithm. This is the principle of
what is known as query complezity.

What Deutsch discovered is that we can find out whether the function is constant
or balanced by calling the function only once. The quantum circuit he conceived
was the following,

o) (7]

Uy

Fig. 28. Circuit configuration for Deutsch’s algorithm.

The gate Uy, called an oracle or more properly a XOR oracle, transforms the com-
putational basis vectors according to

7Y s Ji) 5 @ £(0)) - (48)

Note that it is controlled gate. It is usually depicted as follows,

/i) . /i)
15) - ¥10)

Fig. 29. The oracle of the Deutsch algorithm.

As we said, in the query complexity model we only care about the number of calls
made by the algorithm to the function. The inherent complexity proper to the
functioning of the oracle is ignored. This is why the oracle is often called a black
boz.

Exercise 4.1. Prove that Uy is unitary.

Exercise 4.2. What is the matrix representation of Uy?

35



We have all the elements to analyze Deutsch’s circuit in Figure 28:

01) 2 4 -y

(J00y —[01) +[10) — [11))

N | —

Uy

—— =U(]00) — [01) + |10) — |11))

[\:)Ir—t I

=-(J00@ f(0)) = [0 1@ fO)+[10@ f(1)) — |1 1@ f(1))). (4.9)

l\DIl—ﬂ &.,

Let us first suppose that the function f is constant. Substituting f(1) by f(0) and
using f. instead of f,

Ure +=) = 5008 £.(0)) 0 18 £(0)) +]1 0@ £.(0)) ~ [1 1& (0)))
;m+u»mm»—;m+u»u@mm>
= )5 (15:0) = [16 £.(0) . (4.10)

Consider now the case where f is balanced. Since f;,(1) =1 — f,(0), it follows that

Ul + =) = 3 (10 A(0) — [0 1 f(0)) +]1 1~ /() ~ [1 181~ £(0))
= 210 (1AO) ~ 18 A0)) + 31— HO) ~ 121~ £0)).

(4.11)
When f,(0) =0,
Upol +-) = §|Mm 1) + 5100 - 1@ 1)
7(|0> |1>)7(I0> ) =1--), (4.12)
and, when f,(0) =1,
Uil + =) = 510 (1)~ [1© 1)) + 511 (10) ~ 1@ 1~ 1))
1 1
== - ) === @)
In summary, for f constant,
Ugel + =) = £ + ), (4.14)
and, for f balanced,
Ufb|+—> ::|:| ——>. (4.15)
The last Hadamard gate in Figure 28 gives: for f constant,
Upel + =) 25 £(H @ 1) + =) = £[0-), (4.16)
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and, for f balanced,

Up| + =) /25 +(H® 1) — =) = £[1-). (4.17)
Finally, we measure the state of the upper qubit. If the measurement gives the
state |0), then we know with absolute certainty that the function is constant. If,
instead, we measure |1), then the function is balanced. This completes the Deutsch
algorithm. As stated, we can discover whether the function is constant or balanced
by calling it just once.
For completeness’ sake, let us present the Deutsch algorithm in a slightly more
general form. Suppose that two qubits,

wy =S wliy, 1B =S bili). (4.18)
( J
enter the oracle in Figure 29. The output is given by,
[ud[b) = D wibs i)l = Dbyl @ £()
’] ~ uahl0)0® F(0) + w01 & S0

+urbo|1)[0® f(1)) + ush |1 f(1)).  (4.19)

When the function is constant, f.(0) = f.(1), we group the first term with the third
and the second with the fourth,

Ure(Ju)[b)) = (uobo|0) + urbo|1)) 1 £(0)) + (uob1[0) + wrbi[1))[1 & fo(0)) . (4.20)

When f is balanced, f,(0) # f,(1), we group the first term with the fourth and the
second with the third,

Upp(Ju)|b)) = (uobo|0) 4+ wrbr[1))] f5(0)) + (uob1]0) + uibo|1))[1® f,(0)) . (4.21)

Note that equations (4.20) and (4.21) are telling us that the bottom incoming qubit
cannot be in a state with by = by, if not we would not be able to identify whether
f is constant or balanced. So, for the algorithm to work, the first condition is to
set by # by. Now, by and b; have to be chosen so that a single measurement of the
upper qubit will tell us if the function is constant or balanced. In general, of course,
|bo|? + |b1]? = 1; however, for simplicity we can choose by = 1//2 = —b;,. That is,
|b) = |—). We then have that

U =3) = <5 (10) + 11 |D)| £0) = = (wal0) + 1)) 1 & .(0)
= 5 (w0l0) + [ D) (1£:00)) = 1 £.0)). (4.22)
and
Upl(101-)) =~ (wal0) = 1)) (0)) = = (wol0) = 1)1 & F(O)
= 5 (ual0) = 1)) (15(0)) = |1 @ (0)). (4.23)
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Since we want a single measurement on the upper qubit to be able to unambiguously

distinguish its state, we need to choose uy and wu; such that the two vectors (uo|0) +
u1|1))/v/2 and (ug|0) — u;|1))/+/2 are perpendicular. The condition is then,

1 1 1

N

1 *
= 5(1 —ujuy — ujuy) = 5 T uitn = 0

* * * 1
= §(u0u0— 1 + ugug) = ugup — 3 =0.

This is enough to know whether f is constant or balance. For, example, as we did
above, the usual choice is ug = u; = 1/\/5

The Deutsch-Jozsa algorithm

Suppose you are given a Boolean function f: {0,1}" — {0,1} and you are told
that it is constant or balanced. However, you do not know which of the two is the
case. Again, as for the Deutsch algorithm (for which n = 1), the quantum circuit we
will discuss below finds whether the function is constant or balanced by calling the
function f a fewer number of times than the classical optimal solution. By constant
we mean that f takes the same value, 0 or 1, for all the z’s in the domain {0, 1}".
By balanced we mean that half of the z’s in {0, 1}" take the value 0 and the other
half the value 1.

Exercise 4.3. Show that these definitions are consistent with the ones given above
for the Deutsch algorithm.

To easily generalize to the Boolean function f: {0,1}" — {0,1}, let us start by
considering n = 1 and n = 2. The case n = 1 is just the Deutsch algorithm already
discussed. The evolution of the incoming product state |0)|1) as it moves through
the circuit shown in Figure 28 is

" H|0) ® H|1) = IZ\ fz
\/_Z ¥ i k)
U S DM B e ()

ik

_HEL % N (—DFH) K ® £(0)

ik

1 U
~32 f§: i)k e £(2)
1 i
= 5 LDl ke f0). (424)

i?j7k“

The following is a similar circuit, but with three incoming single qubits instead of
two,
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1) Uy 1)
k) — —— k& f()))
Fig. 30
The oracle in this case transforms
(1) k) = [)1)1k @ £(i 9)). (4.25)

The incoming state |0)]0)|1) evolves as follows,

H®2QH

001) ——— H|0) ® H|0) ® H|1) = fle \WZ“QT;(_

\/— Z |11 io k

11,12,k
Uy 1 ki - ..
—— on > (=1)Mirin k@ f(i i)
01,12,k

O i S (DR HI HIik ® £(ir i)

01,12,k
1 1
=573 > (D= (1)) 1)252[jo) |k @ f (i1 i2))
23/2 MZM V2 le \/— Z
1 . .
= ? Z ( 1)k+z1j1+22]2 \/_|]1 ]2 k® f(zl 22)> . (426)
11,82,J1,J2,k

In general, the control qubits form the state |0)®" and the oracle is

i) ——— T i)

Us

fin) ——— i)

1) 5@ [ in))

Fig. 31. Oracle of the Deutsch-Jozsa algorithm.

or, in simplified form,

) — F— )

Us & f(2)

Fig. 32. Simplified diagram for the oracle of the Deutsch-Jozsa algorithm.
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By induction, we see that the state of the system right before the measurements is
given by,

n He"@H _U;  H®"gl 1 o 1
0% @ 1) === s = 5 DL (CDT ) Sk @ S (@),
z,y,k

(4.27)
where we are using the dot in x - y to indicate that x and y are in binary notation
(not in decimal notation!). Recall the discussion concerning the notation used in
equation (3.47). Writing explicitly the sum over k,

1

Wiw)) = 2—12(—1)””@%(\]”(37)) — 1@ f(2))). (4.28)
Note that f(z) =0 gives
oo = o S (-1l (429)
and for f(z) =1, X
wh =55 D (=D y)(=1)]-). (4.30)
Therefore, | X
01" ©11) > Ju) gy = 5 S (=1 ]y)] ). (4.31)

x?y

The probability of measuring all the upper qubits in the state |0) is

P0...0)) = [(0...0]= S (= 1)@y ?
_ Z Z (_l)f(il...in)+i1j1+---+i1jn<0.._O|j1“_jn>

— ﬁ Z Z (_1)f(llln)+21]1++11]n5‘710 o 5]n0

2

2

_ 2% S (-1 (4.32)
If f is constant, we have two possibilities: whether f(x) = 0, in which case

P(l0...0-) :2%\2"(—1)0\2:2%4":1, (4.33)
or f(z) =1,

P(l0...0-)) :2%\2"(—1)1\2:2%4":1. (4.34)

Thus, in both cases the probability of measuring the upper qubits in the state |0...0)
is 1.
For f balanced,




What this is saying is that in case the function f is balanced, it is impossible for all
the upper qubits to be measured in the state |0); at least one of them is measured
in |1).

In conclusion, by just calling once the oracle and choosing the appropriate states
to measure, we can determine whether the function f is constant or balanced. In
the classical case, best case scenario we had to call the function twice.

Exercise 4.4. Apply the previous analysis to the results (4.24) and (4.26).

4.2 Shor’s Factoring Algorithm

Shor’s algorithm is without doubt the most famous of all the quantum algorithms
conceived so far. When it was invented in the mid-90s, it propelled the field of
quantum computing into a new era of development. However, despite its undeniable
notoriety, historical importance and possible future application, here we will only
give a summary of the concepts it involves and its main attributes. The motivation
for this decision is twofold. First, as we said in the introduction, the goal of the
present notes is to sketch the main physical ideas and mathematical tools used in
quantum computing; alas, Shor’s algorithm is too complex to be properly presented
in a few pages. Second, Shor’s algorithm concerns a rather technical domain of
quantum computing, that of secure transfer of information (cryptography), and we
are instead more interested in the physics of quantum computing.

We start with a rough definition of Shor’s algorithm to get an idea of the ingre-
dients involved. Shor’s algorithm is a quantum algorithm that solves the problem
of finding the prime factors of an integer number faster than any known classical
algorithm. The first thing we recognize is that some number theory must be at play
here. In addition, the solution found by Shor exploits the connection between prime
factoring and something we will describe below as period finding. The latter uses a
mathematical technique called the quantum Fourier transform (See Box 4.2).

Simply put, the prime factoring problem asks you to discover the two prime factors
of a number that a priori is known to be the product of these numbers. For example,
you may be asked to find the prime factors of 15 or 21. Of course, in these simple
cases you know that the prime factors are 3,5 and 3,7, respectively. To check it, you
simply multiply 3 x 5 and 3 x 7. However, it is not so easy to find the prime factors
of a larger number such as 755,221. You can check that they are 773 and 977. As
you see, if I give you the two prime factors, you can easily verify that they are in fact
the correct ones, however, to find them is not so easy. As the number becomes larger
and larger, the problem of finding the prime factors becomes harder and harder and
eventually impossible to solve by classical computational methods. The difficulty of
solving this problem is at the heart of the modern encoding process used to transfer
secure data (the RSA cryptosystem). Let us use the examples given above to see
how the prime factoring problem translates into the period finding problem and how
Shor’s algorithm partially solves it.

Let us say we want to find the prime factors of 15. We claim that the following
ansatz will give us the prime factors,

2? = 1mod15. (4.36)

A solution is obviously z = 4. However, the equation says much more than that. In
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fact, note that
4* = 1mod15 = 4* — 1 = Omod15
= (44 1)(4 —1) = 0modlb
= 5-3=0modl5.

So, the equation 22 = 1mod15 actually gives the prime factors of 15. A similar
procedure applies to the number 21. We start with

7? = 1mod21, (4.37)
and find that
82 = 1mod21 = 8* — 1 = 0 mod21
— (84 1)(8 = 1) = 0mod21
= 3%.7 = 0mod21 .

By just a slight modification of the previous example, we see that the equation
22 = 1mod21 indeed gives the prime factors of 21.

Exercise 4.5. Apply this procedure to find the prime factors of 35.

With the success of these examples at hand, we may be tempted to generalize the
formula and say that the two prime factors of any number N = p;ps can be found
by solving

2% = 1modN . (4.38)

As before,
2> = 1modN = (z + 1)(z — 1) = 0modN
= pi'py? = O0modN .

However, it seems that not all prime factors can be found by using the simple formula
(4.38). For example, the method does not apply to the number 77. Instead, we have
that

92 = 4mod77 = (9 + 2)(9 — 2) = 0mod77
— 117 =0mod77.
Exercise 4.6. Use this procedure to find the prime factors of 755,221.

Thus, it seems that the problem of finding the prime factors is getting more com-
plicated: not only do we have to find x, but now also the number ¢ in front of modN.
Perhaps we should modify the initial ansatz (4.38) as follows,

2 = cmodN . (4.39)

However, we do not need to do that. For example, consider again the prime factors
of 15. We saw that a solution of (4.36) is

2 = 1mod15, (4.40)
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but another solution is

2% = 1 mod15. (4.41)
In fact, for any £ = 0,1, 2, ..., the following are solutions,
2% — 1mod15, 2%t =2modl5, 2% =4modl5, 2% =8modl5.
(4.42)

Similarly, for 21 all the following are solutions

268 — 1mod21, 20**! =2mod21, 25"? =4mod21

26k+3 — 8mod21, 257 =16mod21, 2%%*° = 11mod21.

This periodicity explains why the formula (4.39) is also a solution to the prime
factoring problem (in some special cases, of course). Thus, assuming that this
procedure applies to the integer number N, its prime factors will be given by the
equation

a™ = 1modN , (4.43)

or, choosing k =1,
a” = 1modN . (4.44)

The exponent r is called the period. Note that the period r is the smallest non-trivial
exponent R for which af® = 1 modN. Since we need to use the difference of squares
formula, we have that r must be even,

a" —1=0modN = (a"/* + 1)(a"/* = 1) = 0modN . (4.45)
Exercise 4.7. Show that the method does not apply if N = 21 and a = 5.
Exercise 4.8. What is the period for N = 77 and a = 37

In conclusion, here is the procedure: given a number N, we start by picking an
integer a and then we proceed to find the period r. The prime factors of N follows
from equation (4.44) (of course, as long as r is even). What Shor’s algorithm does
is to determine the period r faster than any classical algorithm invented so far.

Exercise 4.9. Show that a” = 1 modN is equivalent to
1 =a"modN . (4.46)
Our goal then is to show how Shor’s algorithm finds the period r of the function
f(N,a,r) = a" modN . (4.47)

Here, a is an integer number coprime to N. That is, a is an integer number whose
prime factors are not prime factors of V.

As we said, we will not present Shor’s algorithm in its most general form. Instead,
let us see how it finds the prime factors of 15. The circuit is the following,

|w)
4 4 |4
0y ] I QrT]
4 ! 4 4
|O>®4 // / A //

Fig. 33. Circuit designed to find the prime factors of 15.
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The oracle Uy is defined by,

12)|0) —L5[2)|0 @ £(15,13,2)) = |2)|13% mod), (4.48)

where everything is written in decimal notation.
The analysis of the circuit is as follows. First, we have the Hadamard gates that

act on the four single qubits at the top of the diagram,
040} 0 FE40) 4 0) 4 = (H0)) **[0)

_ (%Z )10y = 5 3 1ij£DI0)

i?j7k“7l

= iz |2)[0) . (4.49)

Be aware that in the last step we changed from binary to decimal notation.
Then, there is the oracle
L
—L T ZO |2)[13% mod15)

= 100+ 14+ 18) + [12)) 1)+ 2(11) + [5) +19) + [13)]13)

- i(|2> + [6) + [10) + |14))[3) + i(|3) +|7) 4+ [11) + |15))16) . (4.50)

Suppose now that the measurement of the bottom register gives |6). In this case,
the state after the measurement is

SELEN %(|3> +|7) + 1) + [15))6) . (4.51)

If instead of |6), any of the other states came out, (|1),]13) or |3)), the analysis

below would be similar.
Then, we have the inverse quantum Fourier transform on the upper register,

WL, L(QPTYS) + QETYT) + QFTYLL) + QFTILS) = ). (452

We will sketch how to compute the first of these inverse QFT’s, the others are
similar. Using the formula (4.61),

QFTI|3 2683‘”\1/

(10) + e ¥91) + e 92) + £¥9)3))

~—~

i12‘4> +€%15|5> +€%18|6> _'_e%i21‘7>)

_I_
9]
o3

»bl»—uhl»—wlkl»—*qM

A,_\/.\
)
o[

~24|8> +6%27|9> +6%30|10> +6%33|11>)

+

e¥30)12) + eFP[13) + ¥ 2[14) + 5 [15)) . (4.53)

_I_
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Computing all of them and substituting in (4.52) yields

) = 510) + 214y — 518) — £112). (454

The corresponding probabilities are,

P(|0)) = P(|4)) = P(I8)) = P(|12)) = 1/4. (4.55)
Exercise 4.10. Do all the calculations that lead to (4.54).

With this, we conclude the quantum analysis of Shor’s algorithm. What remains is
a classical post-processing, where the period r = 4 is found. We will not provide the
details here, but you can see it from the possible measurement outcomes 0,4, 8, 12.

Box 4.2. The quantum Fourier transform.

One of the mathematical tools used in Shor’s algorithm — but also in other
quantum algorithms — is the so called quantum Fourier transform or QFT
for short. In few words, the QFT is a change of basis from the computational
basis to the Fourier basis.

In (2.27) we saw how we can express any n-qubit state vector |Q) € Hg = C*"
in binary as well as decimal notation,

Q) = Z iy |1 - Z az|T), (4.56)

where N = 2". However, the vectors |z) are not the only possible vectors one
can use to span Hg. In fact, an infinite amount of alternative sets can be
chosen. One such set is the Fourier basis with elements given by the following

formula
N-1

1 2mi

|Z)qrr = N Z e~y (4.57)
The vector |x)qrr is the quantum Fourier transformed of |x), that is, |z)qrr =
QFT,|z). Be aware that here, y and x must be expressed in decimal notation.

Exercise 4.11. Show that QFT,|i) = |(—1)"), that is, QFT; = H.

To show how the quantum Fourier transform works in more complex situa-
tions, let us show explicitly how to obtain the Fourier basis vectors of the
2-qubit Hilbert space H,, [j k) — QFT,|5 k) = |j k)qrr.

The general formula (4.57) in this case is

y=0

3
: : 1 miy
QFT,|j k) = QFT, |z = 2j + k) 25262 Yly). (4.58)

y=0

The first two Fourier basis vectors are,
QFT,|00) = QFT,|z = 0) Ze 20)y)

(J00) +]01) + [10) + [11)),

[\')lf—‘

= —(|0) + 1) + [2) + |3)) =

l\DI»—
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and

3
]_ ﬂl
QFT,[01) = QF Tl = 1) = - 3~ e310)y)

y=0
&

0) + eZ Y1) + e22[2) +3?|3))
= 5(\00> +il01) — [10) —i|11)).

e

Exercise 4.12. Find the Fourier transformed of the other two basis vectors
and show that the matrix representation of QFT5 in the computational basis
of Hg, is

1 1 1
i =1 —i
-1 1 -1
- =1 1

QFT, = (4.59)

1
111
2 |1
1
Exercise 4.13. Find the matrix representation of QFT; and QFT,.

Exercise 4.14. Show that the Fourier basis vectors of H¢ can also be written

QFT, |z) = ®Zeiﬁ? |5 . (4.60)

Rewrite this expression in terms of wy = e2™/N.

Exercise 4.15. What are the matrices of QFT5, QFT3 and QFT} in terms
of wy = €>™/N? Do you recognize any pattern? What about QFT,,?

If the QFT takes us from a description of the qubit state vector in the compu-
tational basis to the Fourier basis, the inverse QFT, denoted QFT! = QFT, ",
does precisely the opposite,

QFT!|z)qer = Z —F)y) . (4.61)

4.3 Superdense Coding and Teleportation

Recall that, by definition, a separable or product state can always be written as the
tensor product of two state vectors. In contrast, an entangled state is non-separable
(see equation (2.24)). By abuse of language, even though a 2 qubit is generally
entangled and its state vector is not the product of two single-qubit state vectors, in
the literature the vectors of the first and second Hilbert spaces are frequently called
“first” and “second” qubits, respectively.

Suppose now the following situation,
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+)
I o)
10)

Fig. 34. Production of a Bell state using the CNOT gate.

Initially, the two single-qubit states |+) and |0) are not entangled, so the composite
system is in the product state |+)[0). After the CNOT gate is applied, the outgoing
state is

i(|00> +]10)) /25 i(\oo> +11) = fo.

V2 V2

This is an entangled state in H,, and it is called a Bell state. Let us momentarily
denote it by [y. An alternative, but obviously equivalent form of creating [y is
illustrated in the following diagram,

0
| Bo)
10)

U

[+)10) =

Fig. 35. Alternative set-up to the circuit in Figure 34.

More generally, we can allow the incoming states to be in any of the computational

basis state vectors,
i) —{ ]
|B;2)

1) D

Fig. 36. Set-up to create any Bell state.
The possibilities are:

10)]0) =20 —(J0) + [1))]0) —2T = (j00) + [11)) = |Bo) ,

f 7
7

7
\/_

10)]1) =2 ——(J0) + [1))[1) —2T —(j01) + [10)) = |81)

))10)

) 7

(10) = )11y — 7(\oo> 11)) = 182),
_oNor | _

( D)) —— \/5(|01>—|10>)=|53>-

The four states |So),|51), |B2),|53) € Hg, are called Bell states or EPR pairs. Note

that they are perpendicular, so they form a basis for H,,. This basis is called the
Bell basis. Of course, we could also have obtained them in a quicker way by using

11)]0) =

|1)[1) 20
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index notation,

1

i) 2 HLG) = == (10)+ () ID)L) (4.62)
NOT, Loy + (—1)L) ) = 165 (4.63)

V2

Interchanging i <+ j, the general Bell state vector becomes
1

V2

Comparing with the states |3;) defined above, we see that |Boo) = |50), |5o1) = |P1),
|B10) = [62) and [B11) = [Bs).

Exercise 4.16. Write the four computational basis vectors of H,, in terms of the
Bell states.

1Bis) = —=(104) + (=1)7[14)) . (4.64)

Superdense coding is a quantum communication protocol designed to communicate
two classical bits of information (b;by = 00,01, 10 or 11) by sending only one single
qubit. That is, the code can be used to communicate one of four classical pieces of
information: it can be four numbers, four colors, etc. It works as follows. Imagine
that there is a sender and a receiver, each with a physical qubit of a 2-qubit system
forming a Bell state. The following sequence of unitary transformations shows how
the protocol operates.

At the sender’s side:

o) = i2(|oo> L) s = (j0@ by 0) + 1 by 1))

2

— —=((=1)""%2[by 0) + (1) =V [1@ by 1)) = |g) .

S-S

At the receiver’s side:
1 b1b b1 b3
—ﬁ((—l) 220y 0B bo) + (=1)"2[1 @ by 1@ (1 ® b2)))

= |(=1)")|by) (up to a phase)
> |b1)[b2)

lq) —

— b1b2 .

Exercise 4.17. First, determine each of transformations indicated above by arrows,
then draw the circuit.

Exercise 4.18. Repeat the previous steps in case the preshared 2 qubit is a general
Bell state |3;;).

Quantum teleportation is a communication protocol designed to transfer the infor-
mation of a single qubit through a classical channel. The circuit diagram is similar
to that of superdense coding, the difference being that the parts of the sender and
the receiver are interchanged.
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l9) l H

|500>{

DD

!

2 f— la)

Fig. 37. The quantum teleportation circuit.

Remember that the transfer of classical bits is represented graphically by a double
line, while we use single lines for qubits.

Exercise 4.19. Write down the evolution of the initial state |¢)|8o) at every step
of the circuit and show that the outgoing qubit is indeed |g).

Exercise 4.20. Compare the circuit for quantum teleportation shown in Figure 37
with the circuit you drew in Exercise 4.17 for superdense coding.

4.4 Quantum Simulation

The simulation of a quantum mechanical system by using a quantum computer was
Feynman’s seminal idea on quantum computers. He was convinced that quantum
systems, such as common molecules, were so complex that the only way to predict
their behaviour was through the use of a device fully built according to the same
physical principles as the system itself. Despite Feynman’s early vision and the effort
made for more than twenty years in that direction, quantum simulation remains a
challenging problem. It is not difficult to see why this is so.

Suppose, for example, that you have a quantum system of n interacting particles
(let us say electrons), each with two possible quantum states (the electrons can be
up or down). A fully quantum mechanical description of the system should keep
track of the quantum superposition of the 2" possible configurations of the system
at every time t. If the number of particles is small and the interactions are simple
enough, we may expect a classical computer to do the job. However, as soon as the
number of particles increases substantially, for instance to n = 100, the number of
possible configurations to keep track of becomes so large that the problem becomes
intractable for classical computers. For this, we need quantum computers.

As you know very well, the dynamics of a quantum system is described by the
Schraodinger equation,

HI(t)) = i 5 [0(6) (1.65)

where H = H' is the Hamiltonian operator and |¢)(t)) is the state of the system at
some time ¢t. That is, if [1)(¢o)) is the state of the system at time ¢(, the Schrodinger
equation tells you that, for time-independent Hamiltonians, there is an operator

Ult, ty) = e Hi=10) (4.66)

called the time evolution operator, such that the initial state evolves in time accord-
ing to
[¥(t)) = [¥(8)) = UL, to)[¢(to)) - (4.67)
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Exercise 4.21. Show that |1(t)) = e~ H(=0)|¢)(ty)) is, indeed, a solution to the
Schrodinger equation (4.65).

The idea of quantum simulation, also known as Hamiltonian simulation, consists
of finding a quantum circuit (built, of course, from elementary gates) matching as
accurately as possible the time-evolution operator of the real physical system. Here
we will only discuss the simulation of the time-evolution operator and assume that
we know how to create an n-qubit state |@)) that reproduces the initial state vector
[th(to)) of the system, |¥(to)) = |Q).

To start with, suppose the simplest case of a two-level quantum system with Hamil-
tonian H = H ¢ - The matrix representation of the Hamiltonian in the computational
basis is I

2 00 o1

H, = [HIO Hn} : (4.68)
where, because H is Hermitian, Hy, = H 1o- Now, since we know that any complex
2 X 2 matrix can be written as a linear combination of the Pauli matrices and the
identity matrix, then

Hy =Y haoa, (4.69)
A
where A =1, X,Y, 7 and, because of the hermicity of the Hamiltonian, hs € R.

For the Hamiltonian of a 2-qubit quantum system, we can use an analogous result
stating that any Hermitian 4 x 4 complex matrix can be written as a real linear
combination of the tensor product of Pauli matrices,

Hy, =Y hapoa®op. (4.70)

A,B

Exercise 4.22. Write the matrices ﬁql and FIqQ as a linear combination of the Pauli
matrices, displaying explicitly the coefficients h4 and hp.

Similarly, the most general Hamiltonian for a physical system corresponding to an
n qubit is of the form

Hy= Y haya, o4, ®...®04,, (4.71)
A, An

where Ay,..., A, =1, X,Y, Z and all the coeflicients hy, 4, are real.

Let us now see some simple examples. Suppose we know that the Hamiltonian of
a two-level system has the form of the Pauli operator Z, that is, H = I:[q1 =7.If
|g) is associated to the initial state [¢)(to)), the evolution of the physical system will
be described by |q) = U(t)|q) = e *“*|q). We now recall that the elementary gate
R.(0) = 7492 which implies that

Ut) =e " =R, (2t). (4.72)

The quantum circuit that simulates the evolution of our physical system is then

) —— R=(2t) —— |w)

Fig. 38
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The state |w) leaving the gate is assumed to perfectly match the final state |¢(t))
of the real physical system we wanted to simulate.

Exercise 4.23. What if the Hamiltonian of the system is any of the other Pauli
operators? For instance, for H = X, show that the quantum circuit modelling the
time-evolution operator is

e

Fig. 39

To find a quantum circuit that simulates the evolution a 2 qubit is more difficult.
Suppose, for simplicity, that H = H,, = 04 ® 04, where A = [, X,Y,Z. The
time-evolution operator is then U(t) = e~"94®94t By Taylor expansion,

U(t) = e 74974t = cos(t)] —isin(t)os @ o4 . (4.73)
Exercise 4.24. Prove the previous formula.
Exercise 4.25. What is the matrix representation of the operator U (t) = e~04®74t?

If, as we are assuming, |¢(ty)) = |q), then the time evolution of the system will be
given by,

U(t)lg2) = €757y " aij)
'7j
= cos(t) Y aylij) —isin(t) > ajoali)oals) . (4.74)
i, i,

_ iZe%t

Exercise 4.26. Show that the time evolution operator U(t) can be

implemented by the circuit

Fig. 40. Circuit emulating U(t) = e "#®%t,

Suppose now, more generally, a physical system modelled by an n qubit evolving
with U(t) = e~ Taylor expanding as before, we get that

U(t) = e 93" = cos(t)] — isin(t)o®" . (4.75)

Exercise 4.27. What is the quantum circuit corresponding to U(t) = e "7

Compare your diagram with the circuit shown in Exercise 3.44.
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Box 4.3. The Pauli group.

As you can easily verify, the product of two Pauli matrices is, up to a constant
that can be £1 or 44, another Pauli matrix.

Exercise 4.28. Prove that the Pauli matrices form a group.

The Pauli matrices and the 2 x 2 identity matrix are said to form the single-
qubit Pauli group P;. To remember that there are constants +1 and 42
involved, the group is commonly denoted

Py ={I,X,Y,Z; +1,+i} . (4.76)

We can be more economical and write P; = {o4;£1, +i}, where it is under-
stood that A =1, XY, Z.
The 2-qubit Pauli group P, which acts on 2 qubits, is

Py ={0o4®o0p;+1,+i}, (4.77)

where A, B =1,X,Y,Z. An arbitrary element of P acts as follows,

(04 ®0p)lg) = (04 ® 03)(2 aijli) ® |J>> =) aioali) ®aslj) (4.78)

i,j %,J

In general, the Pauli group on n qubits, also known as the n-qubit Pauli group
for short, is denoted

Pn=H04,®...Q04,;x1,£i}. (4.79)

The elements of a Pauli group are called Pauli operators. Sometimes we simply
write o4, ® ... ® 04, = G,,. The following alternative notations can be used
to denote a Pauli group,

P, = {oa; £1, £i}®" = {G,; £1, i} = P,®". (4.80)

It can be shown that, in general, any 2" x 2" complex matrix M can be
written as a linear combination

4TL
M=> aG,. (4.81)
r=1

Exercise 4.29. Show that any 4 x 4 complex matrix is a linear combination
of tensor products o4 ® op.

For example, for the Hamiltonian of an n qubit, instead of (4.71), we can
write

4’)’L
H=> hG,, (4.82)
r=1

where the hermicity of the Hamiltonian implies that hl = h,..
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In the examples above, we have described the Hamiltonians of systems with very
simple and somehow unrealistic behaviours. To tackle more interesting situations,
we need more powerful methods. One of the simplest approaches is the so called
product formula simulation.

First, we start by writing the total Hamiltonian as a sum of operators,

L
H=> H, (4.83)
=1

where each H, acts, at most, on k qubits. These individual terms are called k-local
Hamiltonians. We now divide the total time interval ¢ into N subintervals, At = t/N
(for simplicity, we are taking ¢ty = 0), and then use the product formula

efi(AJrB)t _ efiAtefiBt + O(H [A, B] HtQ/N) 7 (4.84)
to finally obtain

U(t) = lim (U(t/N))"

N—oo

~ (U(t/N))N _ (e—iﬁt/N)N _ (e—iZleﬁlt/N)N

L
= (N MY O (N By HI/N) . (4.85)

l1,l2
Exercise 4.30. Prove the product formula (4.84).

If we have enough reasons to neglect the higher-order terms in (4.85), the evolution
of the initial state of the physical system will be given by

() ~ (He-iﬁﬂﬂv) (to)) (4.86)

=1

Thanks to this approximation, we do not need to find a quantum circuit for the entire
time-evolution operator U(t), but for the more manageable short-time operators

Ui(t/N) = e Hit/N (4.87)

Depending on the accuracy of the approximation, we then expect

() ~ (HUZ@/M) e (4.89)

5 Quantum Error Correction

Quantum computers are fragile objects, notably because their interactions with the
environment, for example, with external electromagnetic fields or tiny temperature
changes, produce undesirable perturbations that put at risk the performance of the
device and ultimately our confidence in the computation. Knowing that these per-
turbations are unavoidable, from the very early days of quantum computer science,
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experts have been trying to build a theory to understand and have control over
them.

The interaction of a quantum system, in our case a qubit, with its environment,
can symbolically be written as follows,

Qodleo) = > 1Qe)er) - (5.1)

Here, |Q)o) and |eg) are the initial states of the system and the environment, respec-
tively. At this point, we are assuming that there is no entanglement between them.
Since the quantum system is closed, even though it is a combination of two sub-
systems, according to the laws of quantum mechanics it evolves unitarily. As time
passes, however, the mutual interaction produces a final state that is entangled. The
state of the combined system at a later time is no longer a product state but an
entangled state that we symbolically indicate in (5.1) with the summation symbol.

The whole idea of quantum error correction (QFEC') is precisely to detect and
correct the changes occurring in Qo) due to the interaction with the environment.
Only with such a theory can quantum computer scientists guarantee that large-scale
quantum computers will ever be useful.

5.1 Entanglement with the Environment

When a classical bit interacts with its environment, for example, when it is trans-
ferred through a noisy channel (actually, all realistic channels are noisy to some
extent), the only effect the environment can have on the bit is to flip it. That is, if
the bit sent is b, b may be received. This is the only type of error that must be taken
into account on a classical computing device. The way the environment interacts
with a qubit is more complex. Moreover, the environment not only modifies the
qubit, but in return it is affected by its interaction with the qubit.

Suppose that an instant before they start interacting, the qubit is in its most
general state |¢) = ap|0) + aq]1) and the environment is in the state |e). At this
point, the composite system, single qubit plus environment, is not an entangled
state; that is, it is simply described by the tensor product |g)|e). Now, if we denote
by U the unitary transformation associated with the evolution of the interacting
system, after a certain period of time we will have that

U(|0)le}) = [0)]eoo) + [1)]ear) , (5.2)
U([1)le}) = [0)]ex) + [D)len) ;

or, in full form,
U(lg)le)) = U((aol0) + ax|1))]e)) = aoU(|0)]e) + arU([1)]e)
= ao(|0)[eoo) + [1)]eor)) + a1 (|0)]ewo) + [1)]e11))

= > aili)les). (5.4

Now, since any 2 X 2 matrix acting on a single qubit can be written as a linear
combination of the Pauli operators I, X,Y, Z, we can rewrite this expression in a
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more convenient form,

Ullg)le)) = Ila)ler) + Xlg)|ex) + Yla)ley) + Z|q)ez)
= oalg)lea), (5.5)
A

where A = I, X,Y, Z and, as usual, we use the shorthand notation o4 = 04 ® I.
Exercise 5.1. How are the formulas (5.4) and (5.5) related?

Suppose now that we have a 2 qubit |go) interacting with its environment |e). The
entangled system is described by the state vector

U(lgz)le)) = U((aol00) +an|01) + aio10) 4+ an|11))]e))
= IT1|g)lern) +1X |@)lerx) + 1Y |g)lery) + 1 Z|g2)lerz)
+ X I'lg)lexr) + X Xgp)lexx) + XY |g)|exy) + X Z|g)lexz)
+Y I'lg)leyr) +Y X|g)leyx) + Y'Y [g)leyy) +Y Zg)leyz)
+ Z1\g)lezr) + Z X |g)lezx) + ZY |@)lezy) + Z Z |g2)|ezz) -

Or, more simply,

Ullgz)le)) = ZUA o5lg2)lean) (5.6)
A,B
It is clear that for a 3 qubit,
Ullgs)le)) = D oaomocles)leasc) (5.7)
A,B,C
and for an n qubit,
U(@)e) = > oa-0a,|Q)lear a,) - (5.8)
Ay, Ay

Since writing all the subscripts can easily become cumbersome, the following nota-
tion is usually used,
EA:CTAl...O'An, (59)

where A = 1,...,4". These new objects are referred as error operators. Accordingly,
the basis state vectors of the environment’s Hilbert space are denoted

lea) = leay..a,) - (5.10)

Employing this new notation,

U(I@)e)) = Eal@)lea) . (5.11)

The whole goal of QEC is to identify these E4’s and reverse their action. For
instance, the equation (5.5) is telling us that, due to its interaction with the en-
vironment, a single qubit can stay unaffected (04 = I) but at the same time it is
prone to suffer from a bit flit (04 = X), a phase flip (64 = Z) and a combination
of the two (04 = Y; remember that Y = iX 7).
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Box 5.1. Open quantum systems.

In the previous sections we treated the qubits as almost perfectly isolated
quantum systems. We have only allowed them to interact with the gates,
which are also perfect quantum objects in the sense that they act on the qubits
as unitary transformations. However, the truth is that quantum computers
are not perfect quantum systems. For example, the medium through which
the qubits propagate to go from one gate to the other can affect the qubit
we want to transmit. In order to built real quantum computers, we need to
deal with these undesirable situations. The quantum mechanical subdiscipline
dealing with this type of phenomena is called “open quantum systems”. Since
this subject is not usually part of a conventional quantum mechanics course,
we will be very brief in our discussion.

The idea, thus, is to provide a mathematical description of the qubit where
it no longer behaves as an isolated quantum system with state vector evolving
unitarily, but as part of a larger quantum mechanical system that includes
other quantum objects affecting it. These external elements are generally
called the environment. For example, in the transmission of a qubit, the envi-
ronment may be the medium through which it propagates. The mathematical
description of the qubit interacting with its environment is given by the so
called density operator or density matrix formalism. In it, a quantum system
is not described by a unit state vector | W), but by a density operator, or density
matriz, defined by py = |U)(¥|. If the quantum system is a composite system,
say a qubit and its environment, this approach allows us to understand the
evolution of each of its interacting subsystems, in particular the qubit.

To begin with, let us assume that at some initial time the qubit and the
environment are not interacting (to be more precise, that they have never in-
teracted). The composite system |Wy) is thus simply described by the product
state |Qo)|eo), where |Qo) and |eg) are the qubit and the environment initial
state vectors, respectively. After some time interacting, the composite state
evolves into an entangled state |¥,),

Vo) = [Qoeo) = |W:) = Y EalQoea), (5.12)
A

where we have used the shorthand notation F4 = E4 ® I and the |e4)’s form
a basis for the Hilbert space of all possible final states of the environment.
The E4’s are the so called error operators. The description of the evolution
of the qubit in terms of the density operator formalism is as follows. Since
the initial state of the qubit is |Qy), the density operator is

PQo = |Qo){(Qo - (5.13)

Similarly, the density operator of the final composite system is

pu, = W) (W] = Fa|Qo ea)(Qo e Ely
AA!

=D _ BalQo){QolEly ® lea) (el (5.14)
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The density operator corresponding to the final state of the qubit is somehow
contained within py,. It is called the reduced density operator and it is given
by

P = trepu, = tre[ W) (W| = tre ) EalQo)(QolEly ® lea)(e|

AA
- Z EA|Q0><Q0|EL'U6|€A><€A/| = Z EA‘QO)(QO‘EL/(SAA’
AN AN
_ T
= Eapo,E}. (5.15)
A

That is, if the initial state of the qubit is pg, = |Qo)(Qo|, after some time inter-
acting with the environment, it will evolve into the state pg, = > 4 Eapq, EL.

5.2 Classical Error Correction

Classical computers are also subject to undesirable perturbations arising from their
interactions with the environment. Sometimes, for example, we want to send a bit b
and it turns out that at the other end of the wire a b is received. We review here the
classical repetition code, one of the multiple ways computer scientists have invented
to protect classical information from the destructive effects of the environment. In
the last pages, we will see how a similar procedure can be applied to protect quantum
information.

Suppose we want to communicate a bit b through a noisy channel and we know
that there is a small probability p < 1 for the bit of getting flipped to b,

PO =p, PH)=(1-p). (5.16)

Since p < 1, it follows that P(b)/P(b) > 1.

The repetition code instructs us to send multiple copies of b if we want to decrease
the probability of receiving the wrong information. For example, instead of one bit
b, one can send three copies of b, that is, we send bbb rather than b. If every single
bit in the string bbb can get flipped with probability p, we can receive three, two,
one or no b’s. The corresponding probabilities are as follows,

P(3b,00) = (1 —p)*, (5.17)
P(2b,1b) = 3(1 — p)?p, (5.18)
P(1b,2b) = 3(1 — p)p?, (5.19)
P(0b,3b) = p*. (5.20)
From here we deduce that
P(3b,00)  (1—p)° _1P(b) (5.21)

P(2b,1b)  3(1—p)2p 3 P(b)’



That is, if we send three b’s instead of one, the probability of receiving a string
with one bit flipped is reduced by a third. Moreover, and this is what is really
advantageous about using the repetition code, the relative probability for two bits
to get flipped at the same time is

P(3b,00b) (1—p)? __1<f%m)2

P(1b,2b)  3(1—p)p? 3

—= 5.22
Therefore, the probability for two bits to get flipped simultaneously is very small.

It is even smaller for three bits,

P(3b,00) (1 —p)? _ (ZD(b))3.

P(0b,3b)  p? P(b)

(5.23)

Exercise 5.2. To fix the ideas, substitute p = 10 and p = 100 in the previous
example.

Exercise 5.3. Generalize this discussion to a classical repetition code of N bits.
Consider both, an odd and an even number of repetitions.

From the previous analysis, we arrive at the following conclusion: if we receive two
or three b’s, is because the original bit string was bbb. In other words, we apply
the majority rule. Of course, we could also have received two or three b’s when the
original message was bbb; however, this is so unlikely that we simply ignore these
possibilities.

Exercise 5.4. For a repetition code of N bits, what is the maximum number of
flips that can occur for the code to give a correct result?

Hence, we will assume that, if we send the bit string bbb, we can receive by by bs,
where at most one of the b;’s will be flipped, i.e., by = b, b, = b or by = b. Equiv-
alently, we can say that out of the three initial bits, at least two will remain un-
changed: blzbgzbgzb, blzbgzb#bg, blzbgzb%bg andbgzbgzb#bl.
The question now is: how do we know if the bits have been corrupted or not? Of
course, we can measure them to see if their values are b or b. But, we can also
use the following alternative method that does not require a direct measurement of
the bits. It only checks whether two bits have the same or opposite values. This
procedure, generally called parity check, works as follows:

if by = by, by = by = by = by byby = bbb,
if by = by, by £ by = by = by byby = bbb,
if by = by, by £ by = by = by byby = bbb,
if by = by, by % by = by = by boby = bbb.

After detecting which of the bits has been flipped — if any — we reverse it to its
original value by applying to it a classical NOT gate.
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5.3 Generalities on QEC Codes

Before the first quantum error-correcting codes were invented in the mid-nineties,
it was thought that quantum computers were impossible to realize in practice due
to the destructive nature of the interaction with the environment. Today, quantum
error correcting-codes are known to exist and QEC is a well-established subfield of
quantum computing. The general procedure we will follow here is summarized in
the following steps:

1. Starting with an n qubit state vector |Q)), we create an extended product state
by simply adding m ancillary qubits (or ancillas),

Q) = |@)[0...0) = |Q)anc - (5.24)

The ancillary qubits are added because we want to use a quantum repetition
code inspired by the classical version discussed in the previous subsection.

2. We then encode the information contained in the original qubit |@) in the
extended state |Q)qn.. This is done by acting with a unitary transformation
U.ne on the extended state created in Step 1,

‘Q>anc — Uenc|Q>anc = |Q>enc . (525)

Of course, we need to find out the quantum circuit built from elementary gates
that implements the unitary Ue,.. For the quantum repetition code we will
discuss here, this step is rather easy.

3. At this point, the error occurs:

|Q>enc — E|Q>enc = ‘Q>E‘ . (526)

I said “error”, and not “errors”, because, as for the classical repetition code,
we will assume that the probability for two errors to occur at the same time
is negligible.

4. Here comes the difficult part. We must design a quantum circuit R that detects
and corrects the error,

Q)p— RIQ)r = Q)R- (5.27)

In fact, since we cannot measure directly the qubits without destroying the
superposition of states, the error is detected indirectly; for example, as we will
see, by parity check.

5. We then decode the encoded state by undoing what the encoding operator did,

‘Q>R — UdeC|Q>R = ‘Q>anc . (528)

Since Uge. = U_ L, this is telling us that we need to built another circuit similar

enc?

to the one corresponding to U.,,. but performing the inverse operation.

6. Finally, we get rid of the ancillary qubits and recover the original state vector

@),
Q) anc — Q) - (5.29)
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5.4 Single Qubit Error Correction

Given a single qubit with state vector |¢) and two ancillary qubits prepared in the
computational basis state |0), we let them pass through the following circuit,

Fig. 41. Production of the logical qubit.

The outgoing state is,
|@) ane = [@)|0)|0) = |000) + a1|100) — |000) + a1 |111) = |¢)r..  (5.30)

The state |q) 1, corresponding to |@Q)ene in (5.25), is called the logical qubit to dis-
tinguish it from the physical qubit |q) we had originally.

Note that, when we added the two ancillas |0)|0) to the qubit |g), we extended the
Hilbert space from two to eight dimensions,

l9) € He =C®, |@)anc € Hy,n = C. (5.31)

Ganc
Since it is in this extended Hilbert space that most of the error-correcting code we
will discuss operates, it is worth mentioning some of its most relevant properties.

Two basis vectors of the Hilbert space H,,,. are [000) and |111). The other six
basis vectors can be chosen to be, as usual, [001), [010), |011),[100),|101) and
|110). Any vector |x) € H,,,. will then be a linear combination of these basis
vectors,

danc

IX) = @000/000) + ago1|00 1) + 10|01 0) + cvp11|01 1)
+ a100/100) + a101|101) + a110/110) + aq11]1 1 1)
= (00000 0) + a111]111)) + (a100/1 00) + 11|01 1))
+ (010[0 1 0) + 1011 01)) + (ctoo1[00 1) + cv110/110)) . (5.32)

The vectors in parentheses are contained in four mutually orthogonal subspaces of

H

Ganc)

Fo={[000),[111)},  Fi={[100),[011)},
Fo={|010),]101)},  F={001),[110)}. (5.33)

Note that we have chosen the basis vectors of the subspace F; so that they corre-
spond to the basis vectors of F; with the first bit flipped, that is,

1100) =X I7]000), [011)=XTITI]111). (5.34)

Similar, of course, for the basis vectors of F, and F3.
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It follows, then, that any vector in H,_ . can be written as

danc

|X> =111 (OZQOQ|OOO> —|—06111‘1 1 1>) + X111 (a100|000) +Oé()11‘1 1 1>)
+ 1 X1 (a010]000) + 1on|111)) + 11 X (tgor[000) + o1 11)) . (5.35)

Now that we understand the basic geometry of the Hilbert space H,,,., let us
consider the effect of the environment. For a single qubit, we saw in (5.5) that,

) — > _oalg). (5.36)

However, since we have encoded the information of the single qubit |¢) in the logical
qubit |g);, given in (5.30), we have now to evaluate the effect of the environment on
each physical qubit of |¢) .

In general, several errors can simultaneously occur on each physical qubit,

L—Zal |—>ZQZZUA| ZUB\ Zac| (5.37)

where 04,05,00 = 1, X,Y, Z. But, since we want to consider at most one error per
physical qubit,

L’—>Z%|Hl +Zaaa| +Za, li)op|i)] ')+Zai|z')|z)cr i

where o,,0p,0. = X,Y,Z and the first summation symbol takes into account the
possibility that nothing happens to the qubits. This expression is still too general.
In fact, it allows for errors of different nature and we are only interested in errors of
the same type. Hence,

L|—>Zal|mz +Zalaa| +ZO‘Z Yol +ZO‘Z i)0q|1)

Finally, if we consider bit-flip errors, that is, o, = X, the corrupted qubit will be
described by the following state vector

@) — 0)e
= Zazhm) + Z a; X |i)|a)|i) + Zal\z>X|z)|Z) + Zaz\zﬂzﬂ(h) . (5.38)
More explicitly,

10} e = apl000) + g |11 1) + ap|100) + [0 1 1)
+ag|010) + ay|101) + agl001) + a,]110). (5.39)

Remember that, actually, we do not know which physical qubit of the logical qubit
has been flipped. The goal is to identify and correct it. The circuit that does this
is the following:
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|g3) @ @

|t1) D D

Its) N/
Fig. 42. Three-qubit parity check.

As a matter of fact, the auxiliary qubits |¢1) and |t3) introduced in Figure 42 need
to be in the state |0). However, for practice, let us first consider the most general
case,

lalt)ltz) = Y auptiotane|igR)I)|m')

i7j7k7l,7m,
CNOT11
—_

N7 autiotam i B @ d)m)

i?j7k“7l/7ml

Z O‘ijktl,l’tQ,m’Mj k?>|l/ @ Z @ ]>|m')

i7j7k7l/7m/

Z Ofijktl,l’tQ,m’Mj k?>|l/ @ Z @]>|m' @ j)

i7j7k7l/7m/

Z Ofijktl,l’tQ,m’Mj k?>|l/ @ Z @]>|m' @j @ k’) .

i7j7k7l/7m/

CNOT?21
_
CNOT22

CNOT32
—_

Now, since we want |t1) = [t2) = |0), we substitute t19 =t =0and t;; =t23 =1
in the previous result, giving

143)10)[0) = > iplij k)1 @iej)le)ek)

i,5,k

= p00/000)[1 0@ 0)1 D 0®0) + |00 1)1 0@ 01D 0D 1)
+ @010/010)[1B 00 D118 0) + i [01 1)1 B0 1) 1@ 16 0)
+ 100/100)[1 B 1B 0)1B0B0) + e 10 1)1 B 1B 0) 1B 0D 1)
+a110/110)[1010 01816 0)+u|ll)|lelel)lelel)

= (0010[010) + @101]101))]00) + (c100/100) + v11|011))[0 1)
+ (00100 1) 4+ a110/110))]10) + (00[000) + 1111 11))[11)

=1 X I(10[000) + 1011 11))[00) + X I I (v100/000) + cto11/111))[0 1)
+ 11X (c01|000) 4 a110/111))[10) + I T I (coo0[000) + vq11|111))[11).

Finally, since the arbitrary qubit |g3) used above is indeed |q)g given explicitly in
(5.38), we must take

Qp10 = Q100 = ®po1 = CGpoo = Qo ,

101 = Qo1 = 110 = (111 = Q1
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After substituting, we get

19)£|00) — |@)r (5.40)
=1X1[q)r|00)+XIT|q)r[01) + 11X |q)|10)+T11]|q)r11).

We now measure the auxiliary qubits and do the following:

if the measurement gives |0)|0), we apply I X I,

if the measurement gives |0)|1), we apply X I 1, (5.41)

if the measurement gives |1)|0), we apply 1 [ X, '
1)

if the measurement gives [1)|1), we apply I 11.

Regardless of the measurement outcome, the procedure (5.41) will always result in
the state vector |q),. We finally get rid of the ancillary qubits by using the following

circuit,
! l

L/

Fig. 43. Decoding gate.

Indeed, the outgoing state is,
9) 2 = @0]000) + ay]111) — ag|0) + oy |1) = |g) . (5.42)

We have provided a complete description of the bit flip error-correcting code. How-
ever, as equation (5.37) shows, many other errors can occur to the logical qubit |q) .
The treatment of the general case will be the subject of future notes.

|9) l —
10) Error

U gate . ‘w>E

0) D —

Fig. 44. The error gate.
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Notes for a Second Course on
Quantum Computing for Physicists

Oswaldo Zapata

Abstract

In these notes I continue the course on quantum computing I started in
arXiv:2306.09388. I begin by introducing the density operator formalism as
an alternative to the state vector formalism and focus on entangled quantum
systems. After a short presentation of information theory, both the classical
and quantum versions, I present a couple of quantum algorithms, in par-
ticular, the variational quantum eigensolver algorithm, an algorithm that is
expected to be implemented in near-term quantum computers. I conclude
with some advanced topics on quantum error correction that I did not cover
in my precedent monograph. These notes are intended for students and pro-
fessional physicists who have already studied my earlier notes or a similar
introduction to quantum computing.
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https://arxiv.org/abs/2306.09388

1 Introduction

These notes are a natural continuation of my previous review article on quantum
computing (arXiv:2306.09388, from now on simply referred as QC1). If you studied
it, or are familiar with a similar introduction to quantum computing, you should be
able to read and understand the present notes with minimum effort. They are not
long and I have tried my best to write them in the most pedagogical manner. The
many exercises interspersed within the text will help you fix the new concepts and
develop your mathematical skills.

In Section 2, I present the density operator formalism and explain how it helps
describe subsystems of larger quantum systems. Since information theory, as under-
stood by computer scientists, is not a subject usually contained in a standard physics
curriculum, in Section 3 I give a brief overview of classical as well as quantum infor-
mation theory. Scientists believe that quantum computers will help us understand
better many complex systems, in particular atoms, molecules and solids. In Section
4, I present two algorithms that have been developed specifically to deal with these
practical situations: the quantum phase estimation algorithm and the variational
quantum eigensolver. In this section I also introduce the first ever invented secure
communication protocol that uses the principles of quantum mechanics, known as
the BB84 protocol. In Section 5, I conclude with a brief discussion on quantum
error correction and how the stabilizer theory of quantum mechanics applies to it.

Here is a brief historical summary of the topics discussed in these notes. The den-
sity operator formalism was created by John von Neumann in 1929. It is the result
of von Neumann’s desire to explain realistic situations where the quantum state of
a system cannot be known with precision due to its interaction with other quantum
systems. Quantum information theory is an adaptation to the quantum world of
the seminal ideas introduced in 1948 by Claude Shannon in a classical context. The
quantum phase estimation algorithm was proposed by Alexei Kitaev in 1996 and
the variational quantum eigensolver algorithm by Alberto Peruzzo and collabora-
tors in 2014. In the mid 90s the concept of fault-tolerant quantum computation
was independently formulated by Peter Shor and Alexei Kitaev. Daniel Gottesman,
also by the end of the last century, was the first to apply the stabilizer formalism to
quantum error correction.

If you want to contact me regarding this paper, maybe you found a couple of
typos or simply because you want to share your feedback, please send me an email
at zapata.oswaldo@gmail.com. Your comments will be welcomed.

2 The Density Operator Formalism

The mathematical framework we introduce in this section is an alternative to the
conventional state vector formalism of quantum mechanics most of us learned in
college. The so called density operator (or density matriz) formalism of quantum
mechanics was especially developed by John von Neumann to study quantum sys-
tems that cannot be considered isolated from the rest of the world. In QC1, we did
not need it because most of our systems were isolated or, in the case of interaction
with their environments, we did managed to provide a state vector description (as in
Chapter 4 on quantum error correction). However, the circuit components created
by physicists, such as qubits, gates and measurement apparatuses, are far from ideal
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and they always interact with their environments. Accordingly, we now revisit the
basic principles of quantum mechanics in this more realistic formalism.

2.1 Density Operators

We start our exposition with two common situations where the description provided
by the state vector formalism is incomplete.
To begin with, consider the Bell state

|6o) = f(|0>|0>+|1 1)) \/—ZI (2.1)

(see QC1, Subsection 4.3). Since the state vector |f5y) describes a composite system
made of two single qubits, its Hilbert space H is the tensor product of the individual
Hilbert spaces, |By) € H = H, @ Hy. Of course, we know that in addition to
entangled states, such as |fy) itself, the Hilbert space H contains vectors associated
to non-entangled two-qubit systems. That is, if |¢) € H, and |¢) € H,, there are
two-qubit systems for which the state vector is a simple product state, |¢) ®|¢') € H.
Thus, the Hilbert space H contains entangled and non-entangled states, of which
|Bo) is an example of the latter.

The problem with this mathematical description is that, despite the fact that the
vector | ) provides a complete description of the entangled two-qubit system, there
is no state vector description of each individual single qubit. You may argue that,
we do not need a state vector description of each individual single qubit because,
as soon as we observe one qubit in |i), we know with certainty that the other qubit
is also in |#). From the empirical point of view, thus, the measurement process
renders unnecessary an independent state vector description of each qubit. The
previous interpretation is how the entanglement of two single qubits is understood
in the context of the state vector formalism. However, from the theoretical point of
view, it is clear that this description is incomplete. This shortcoming becomes more
apparent when we deal with more complex situations. For example, as we will see
next, if we want to understand how a single qubit interacts with its environment.

Suppose a quantum system made of a single qubit surrounded by a large complex
system (the environment). The total system, qubit plus environment, is described

by a state vector
= ali)es). (2.2)
12

Again, as for the Bell pair, we cannot find a state vector description of each sub-
system separately. However, similarly, if we measure the qubit in |7), we know that
the environment is in the state |e;). Conversely, if we could measure the state of the
environment, the result |e;) would imply that the qubit is in |¢). Unfortunately, by
definition, the environment is so complex that we cannot make sense experimentally
of the state |e;). Thus, the operational approach taken above for two entangled
single qubits cannot be used here. Therefore, the state vector formalism is rather
useless if we want to study two or more complex quantum systems in interaction.

The desire to understand the evolution in time of each individual qubit makes
it even more apparent the need for an alternative approach to the state vector
formalism. In the case of the Bell state |fy), the interaction of the individual qubits
can be modeled by a unitary matrix U represented in the following diagram,



Fig. 1. Creation of the |f3,) state.

that is,
CNOT

H
0)]0) === U]0)[0) = | o) (2:3)
Something similar happens with the evolution of a single qubit interacting with its
environment (see QC1, Subsection 5.2),

a)le) = D auliles) (2.4)

However, there is no description of the evolution of each subsystem separately. In
fact, it turns out that a state vector description of the time evolution of each sub-
system would imply a non-unitary matrix acting on them.

In the following pages we will see how the density operator formalism allows us
to describe a subsystem of an entangled quantum system ignoring everything that
does not form part of it. Before telling you how we can do that, though, we must
present the necessary physical ideas and mathematical tools of the density operator
formalism.

Imagine that you are in front of a black box containing a quantum system. From
the black box you receive an n qubit and you measure it. The information carried by
the qubit is all you know about the system in the box. In the state vector formalism,
the situation is described as follows. Before the measurement, the n qubit can be
represented by a state vector |@) in a Hilbert space H¢ of dimension 2". If {|Qy)}
is a basis for Hg, the state vector |@)) can be written as a linear superposition of
these basis vectors,

|Q> = Zas’|Qs’> . (25)

Now, suppose there is an apparatus that measures 2" independent observational
states of this particular quantum system. Let us denote them by {|Os)} and by Ho
the Hilbert space they span. Quantum mechanics postulates that the probability of
measuring the system in the observational state |O;) is given by

2

P(10.)) = ps = KOJQ) = | 3 0w (O, (2.6)

When the two bases {|Qs)} and {|O;)} coincide, the qubit state can be written
277.
Q) = a0,). (2.7)
s=1

If, moreover, the basis is orthonormal, that is, (O,|Os) = dsy, for any pair of indices
s,s' =1,...,2" the probability of measuring the qubit |@Q) in the state |O;) is

DPs = ’Za5’<05’08’> ; = ‘ Z&s’(sss’

4

2
= |a|?. (2.8)




Thus, from an experimental point of view, a quantum system is described by a state
vector |@) in the Hilbert space Ho of observational states {|Os)}. In particular, in
the computational basis {|x)},

‘Q> = ZO‘I|$> ) (2.9)

and P(|z)) = p, = |a,|? (see equation (2.27) of QC1).

Note that, this description assumes that we have a complete knowledge of the state
of the qubit |@Q), that is, that we know all the coefficients as. However, in reality, we
do not know them; the only thing we can measure are the probabilities p,. In order
to take into consideration this experimental fact and, at the same time, preserve the
quantum superposition principle, it is, of course, incorrect to simply substitute g
by /ps in (2.7).

The density operator formalism approaches the description of a quantum system
from another angle.

Instead of a single quantum system in a black box, now, imagine that you are in
front of an infinite number of black boxes, all of which contain identical copies of
the same quantum system. Moreover, suppose that every quantum system emits
an n qubit. A measurement will give again an observational state |O;) belonging
to the Hilbert space Ho spanned by all possible outcomes {|Os)}. The probability
that a qubit was emitted in the state |O;) is again ps. The infinite black boxes
and the experimental probabilities p, provide a theoretical model for the quantum
system inside the box. The system is, thus, completely characterized by the only
experimental data allowed to us: the probability distribution {|Os), ps}. Note that,
there is no probability amplitude «ay, only ps. In statistical mechanics, an infinite
number of macroscopic systems used to model a probabilistic microscopic system is
known as a (statistical) ensemble.

When a statistical ensemble is prepared in such a way that there is only one
possible outcome, say |Q,) with p; = 1, we say that the system is in a pure state.
On the contrary, when there are at least two possible outcomes, |Q;,) and |Qs,) with
Ds, 7# Dsy, We say that the system is mized (or that it is a mixture of pure states).

In the density operator formalism of quantum mechanics, the mathematical de-
scription of a quantum system is provided by the so called statistical or density
operator,

p= Zps I (2'10)

where II;: Hg — Hg is the projection operator over the observational state |Oy).
A convenient notation for the projector Il is

II; = |0:)(Os] - (2.11)

Using this expression for the projectors, the density operator becomes
p=3 pl0)(0]. (212)

This notation is very practical because now we can easily see how the density op-
erator acts on quantum states in Hq. In fact, since the density operator is a map
pg: Ho — Hg, we can use the standard vector representation of a quantum system

b}



to see how p operates on it. In general, for a state vector |(Q)) € H written as a
linear superposition of the basis vectors {|Qy)} of Hg, we have

plQ) = /)ZO‘S’|QS’> = Zp8|03><08‘ ZO‘S"QS’>

=3 Py ]0)(0,1Q4) (2.13)

s,s’

Now, if we choose for both, the observational Hilbert space Hp and the qubit Hilbert
space Hg, the same orthonormal basis {|O;)}, the above relation reduces to

Q) =0 avlOy) =Y pag|O.) b = Y pacis] Os). (2.14)

When the qubit is known to be in an observational state of the apparatus, |Q) =
|OS’>7
p|Os’> = Zps’05><05|05’> = Zps|os> 555’ = ps’|05’> ) (215)
and
<Os/|p|05/> = Ds - (2-16)
Exercise 2.1. Show that pure states are the only ones for which p? = p.

Having defined the density operator, we now need to explain how the remaining
postulates of quantum mechanics, such as time evolution and measurement, must
be adapted to this new framework. We will do this in the following pages. Before
that, though, let us see some properties of the density operator and consider some
simple examples.

The trace of a density operator, that is, the sum of all its diagonal elements, is

Trp= Z (Os]p|O5) Zps =1. (2.17)

Therefore, the density operator has unit trace. Note that this property corresponds
to the normalization condition of the state vector formalism.

That the density operator is Hermitian is also easy to show. Just remember that,
by definition, projectors are Hermitian operators, hence,

p —Zps 0)(04)' ZPS\O (Ol = p. (2.18)

Moreover, since Hermitian operators are diagonalizable, we can always find a basis
of orthonormal eigenvectors {e,} to write a density operator as

pP= Zps|€s><€s| : (2.19)
This is called the eigenvalue decomposition of the density operator because,

ples) = ZPS"68’><€S"€S> = ZPS"68’> Oss' = Dsles) - (2.20)

From here, it follows that
ps = (es|ples) - (2.21)
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Exercise 2.2. Show that
ps = Tr [ples){ed]] - (2.22)

Finally, because probabilities are equal or greater than zero, it can be proved that
density operators are also positive (semi-definite),

(QlplQ) =0, (2.23)

where |()) is any state vector in Hg. For instance, if we write |@)) in the orthonormal
basis {e;s} of Ho,

(QlplQ) = Z agay(es|ples) = ZO‘:O‘S’<€S|pS’|65’>

! /
$,8 $,8

* *
= E G Qg Dy <€5 ’es’> = E 045058’175’653/
s,s’ 8,8’

= Z aragps = Zpi >0. (2.24)

Exercise 2.3. Prove that density operators are positive, regardless of the basis
chosen for Hq

To sum up, the density operator of a quantum state has unit trace, is Hermitian
and is positive semi-definite. It can be proved that the converse is also true: any
unit trace operator, which is Hermitian and positive semi-definite, is the density
operator of some quantum state. Since the density operator contains all the physical
information we can have about a quantum system, we often say that p is the quantum
state. Thus, in the density operator formalism, the density operator p is the state of
the system just like |@) is the state in the state vector formalism. Instead of state
vector, we now talk about state operator.

As we said in the introduction to this section, the real power of the density opera-
tor formalism is best shown when we are confronted with complex quantum systems.
However, simple situations can also be understood using this framework. For ex-
ample, we may be interested in the mathematical description of an individual qubit
in a Bell pair or the effect of the environment on a single qubit. In both cases, we
need to describe the individual qubits in the language of the density operator.

The state operator of a single qubit, in general, is given by

2
pe =Y _ps|0:)(Os] (2.25)
s=1

where {|01),]02)} is a basis for Hp. For instance, the observational states can be
the basis states {|0),]1)} or {|+),|—)}. Of course, in general, {|O;),|0s)} does not
need to be an orthonormal basis.

The elements of the density matriz of a single qubit are then given by

[pa) s = (O |pg| Osr) = Zps (Os|0s)(Os]O04r) - (2.26)

Let see how this applies to a concrete example.



Suppose there is a source of single qubits and the measurements have been made
along the computational basis vectors |0) and |1). Denoting the probability distri-
bution by {|0),po;|1),p1 =1 — po}, we have that the state operator is

pa = Pol0){0] + (1 = po)[1)(1]. (2.27)

Representing the basis vectors by the usual column vectors, [0) = [1 0]7 and |1) =
[0 1]7, the corresponding projectors are

1 10
tty, = 0)01 = |g] [ 0] = [ 7] (228)
0 00
Iy = [1)(1] = [1] 0 1] = {0 1} : (2.29)
The density matrix for the qubit is, then,
_|po O
Pg = [O ) _p(j : (2.30)

Alternatively, the elements of the density matrix in the computational basis {|0), |1)}
for a single qubit can be found by using (2.26),

[glis = (ilpgld) = Y pililk)(Klj) . (2.31)
that is,
_ | (0lpq|0) {Olpg|L)
o [<1lpq|0> <1|pq|1>] ) (2.32)

which, of course, is equal to (2.30).

There is a geometric representation of single-qubit states that sometimes is use-
ful (especially for quantum computer programs). Since any 2 X 2 complex matrix
can always be written as a (real) linear combination of the identity and the Pauli
matrices, we can write

11
pg=cil+ ) ca0a = 51+3 > Buos. (2.33)

In the last expression we have simply chosen ¢; = 1/2 and wrote ¢, = B, /2.
Exercise 2.4. Show that p, satisfies all the properties of a density operator.

More conveniently, we can write

pq:%(I—I—B-U). (2.34)

The real vector B € R? is known as the Bloch vector. We indicate the dependence
on this vector by writing p, = p, (B) In Cartesian coordinates,

pg = pg(B =[B, B, B.]") . (2.35)

Exercise 2.5. Write (2.34) explicitly in terms of the components of the Bloch vector.
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Exercise 2.6. Show that the density matrix p, of Exercise 2.5 has eigenvalues
(1+|BJ)/2.

Since the eigenvalues of a density operator are always equal to or greater than zero,
we have that ||BJ|| < 1. Thus, geometrically speaking, the state of a single qubit can
be represented by a vector inside or on the boundary of a closed unit ball. This unit
ball is called the Bloch ball. The Bloch ball differs from the Bloch sphere because
the former includes the points inside the closed unit ball, |B|| < 1, whereas the
latter consists only of points on the surface, ||B|| = 1. Points on the Bloch sphere
represent single-qubit pure states.

Since points on a sphere can be parameterized by the spherical angles (6, ¢), there
is a one-to-one correspondence between single-qubit state vector |¢(6, ¢)) and unit
Bloch vectors. For example, for B =[00 1]7,

p(B=1[001") = %(I—l—az) = B 8} =1 0] H = [0)(0] . (2.36)
Thus, we conclude that there is a correspondence
B=[001]" +—|q0=0,¢)) =]0). (2.37)
Exercise 2.7. Show that

B=[100"<¢+—|q(0 =7/2,¢0=0)) = |+), (2.38)
B=1[010"+— |g0 =7/2,6 =7/2)) = (]0) +i[1))/V2. (2.39)

Exercise 2.8. What are the Bloch vectors corresponding to |1) and |—)?
Finally, note that, if B = [0 0 0]7, then

Pq(B:[OOO]T)_llz

1 10+100
) 0 0f 210 1

1
2
1 1

S 10)(01+ 5 11 (240

This means that the probability distribution is {|0),1/2;|1),1/2}. In other words,
at the center of the Bloch ball is the mixed state with equal probability of being
measured at |0) or |1).

2.2 Multipartite Systems

A bipartite system is a composite quantum system consisting of two physical sub-
systems. In the state vector formalism, we describe it by a vector in the tensor
product Hilbert space H = Hg ® H¢, where Hg and H¢ are the Hilbert spaces of
the subsystems @ and (Q’, respectively. For example, the state of a two-qubit system
is described by a vector |g2) = |q)qq € Heo = Hq @ Hy. A multipartite system is a
composite quantum system made of multiple physical subsystems. For example, an
n qubit, with n > 2, is a multipartite system. Atoms and molecules, as well as the
whole universe, are multipartite systems. From the physical point to view, the most
salient feature of these systems is that they are highly entangled. Our goal here
is to understand how the density operator formalism can be used to describe these
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types of systems and, most importantly, their individual parts. Instead of explaining
the most general case, however, we will illustrate the procedure by presenting the
already familiar case of the two-qubit system.

In the usual state vector formalism, the state of a two-qubit system, ideally iso-
lated from the rest of the universe, can be written as a linear superposition of the
computational basis vectors {|i i)} of H,,, where i,7 =0, 1,

lg2) = > i i) (2.41)

(see equation (2.14) of QC1). The density operator of this pure state is given by
P = Par = a2} (el = (3wl ) (Y asy (G 5)
il G’

= ) awal i i) 5. (2.42)

i,3,4",3"
Exercise 2.9. Show that

*
iy

79 = <Z i,|pqq’|j .7/> : (243)

(677 e%

Using this result and defining the matrix elements

[Paq it 537 = iy = (i ¥l pag|7 5') (2.44)
we arrive at
Paq’ = Z [paqJir, 11875 5] - (2.45)
1:7j7i/7j/

Its matrix representation in the computational basis of H,, is,

(0 0[pgq[00) {0 0]pgq[01) {0 0]pgq[L0) (00]pgq|l1)

Do = (0 1]pgg[00) {0 1]pgq[01) {0 1|pgq [l 0) (0 1]pgq|l1) (2.46)
(10]pgq|0°0) (1 0]pgq |0 1) (1 0[pgq[10) (10[pgq|l1)
(1 1]pgq|0°0) (1 1|pgq [0 1) (1 1]pgq[10) (1 1]pgq|1 1)

The density operator formalism states that the density operator of a quantum
subsystem is obtained by taking the partial trace of the density operator of the
entire system. They are known as reduced density operators. For example, the state
operator of the first qubit is the reduced density operator of the two-qubit system
(2.42),

Pq = Trypey = Z< 7| pgg| - 1) (2.47)

Z‘/

The dots in the first positions indicate that we leave untouched the first qubit and
trace out over the second Hilbert space. Similarly, the density operator description
of the second qubit is,

Py = Trqpey = Z<Z |Paqr| i) - (2.48)

i
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The dots in the second positions now indicate that we leave untouched the second
qubit and trace out over the first Hilbert space.

The matrix elements of the reduced density matrix of the first qubit, in the com-
putational basis of H,, are given by

[pglij = (1 - |pgl 7 ) |Z |pqq |- J)
= Z(Z g li i) = Z[ﬂqq’]ii',ji’ : (2.49)
That is,
[Pglis = (i Olpag[ 0) + (i Upgq|7 1) = [paqliojo + [Pag'lin (2.50)

or, more explicitly,

P <0 O‘Iqu/‘O O> + <0 1‘,qu/‘0 1> <0 O’pqq’H O> + <O Hpqq”l 1> (2 51)
= = . .
2 <1 0|pqq"0 O> + <1 1|:0qq"0 1> <1 O’pqq’|1 0> + <1 1’pqq’|1 1>

Thus, given the matrix density of a two-qubit system (2.46), it suffices to look at
this matrix and add the appropriate elements to find the reduced density matrix p,,.

Exercise 2.10. Find the matrix elements of the reduced density matrix of the
second qubit.

As an example, consider again the Bell state |5y) given in (2.1). Its density oper-
ator, in the computational basis of H,,, is

Bo — |ﬁo><ﬁo|
= %(\0>!0><0\<0! + [0)O0)(L[{1] + [1)[1)(OO] + [L)[1){L[{1]) - (2.52)

Recall that in our notation, |i)|i") = |i ¢) and (j|(j'| = (5 j’|. Thus, the reduced
density matrix describing the second qubit is,

pe = Trgpsy = Y (i(-pali)] )

= (O1(- 1P O] ) + (L[(- sy [1)] ) - (2.53)

The explicit calculation gives,

Py = 5 ((010)]0)(0[0)(0] + (0]0}[0){1]0) (1] + {0[1)[1)(0]0){0| + (O[1)[1)(1]0)(1[)

({1]0)]0)(O[1) (0] + (1]0)[0) (L[1){L] + (L[L}[1){O[1)(O] + (1[L)[1)(1[1){L])

|r~ [\')|>—~ l\DIH

5 (10){0] + 1)(1]) - (2.54)

Do not forget that this is an operator on the second qubit, py: Hy — Hy. In matrix
form,

11 0
pr =35 {0 1} . (2.55)
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Similarly, it is straightforward to find that

(oy01+ 1) =3 [ 1] (2.56)

l\DI»—t

Pq

where p,: Hy — Hy.
Exercise 2.11. Show that,

1

o =5 (2.57)

— o O -
o O o O
o o O O
o O

From here, how do you get the reduced density matrices (2.55) and (2.56)7

Exercise 2.12. Repeat these calculations for the other Bell states (see QC1, Sub-
section 4.3).

More generally, we could have considered a bipartite system Q@ made of two
subsystems ) and @’. In this case, we denote by {|I)} the orthonormal basis of the
Hilbert space Hq, with I = 1,2,...,dimHg, and by {|I’)} that of H¢/, with I’ =
1,2,...,dimHg. Any observational state |Us), with s = 1,2, ..., dim Hgxdim He,
will be described by a state vector

dim HQ dim HQ/

Z Z g [[/|] |I ZO(S ][/|]I (258)

I=1 I'=1 1,1’

The state operator of the bipartite system is then

oo =) PV =D p Y aurlI )Y al (] )]

s I JJ

= 3 (X rawmai)nUle ]

LJIJ s

= > lpaglirar (I @ )], (2.59)
I1,J1".J

where we have defined the matrix elements

lpgorlir. gy = Z Ps Qs 117 Qlg g1 - (2.60)
Exercise 2.13. What are the conditions on [pgq]rrr,.s00 if pger is the density oper-
ator of a separable system?

Tracing out over the Hilbert space of the subsystem @', we get

pa = Trapaa =T | Y. laelimar|1)(J| @ 1))
I,J,1',J'

= > lpe@lurar (I & (K'|I'){J|K') . (2.61)
1,J,1'J K’
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Using that g0y = dp g, we arrive at the reduced density operator of subsystem
Q/
po = Y _lpealirar|D){J]. (2.62)

I,JI

Exercise 2.14. Compute explicitly the reduced density operator of the second sub-
system.

2.3 State Evolution

The true power of the density operator formalism shows when studying subsystems
of highly entangled multipartite systems. In particular, as we will see next, it pro-
vides a neat mathematical description of the evolution of the individual subsystems
of a bipartite system. Again, let us start recalling how the state vector formalism
approaches the problem.

Suppose we know the state vector of an isolated quantum system at some initial
time to, call it |Q(tp)). According to the postulates of conventional quantum me-
chanics, the state of the system at any other time t is obtained by applying the
unitary time evolution operator U(t, ),

|Q(t0)) — Q1)) = U(t, 10)|Q(to)) - (2.63)

If we assume that the system stays isolated, the time evolution operator takes the
simple form U (t,ty) = exp(—iH (t — t)), where H is the time-independent Hamil-
tonian operator. Note that, the time evolution operator U(t,ty) acts on the Hilbert
space H;, of the system at time ¢, and gives a vector in the Hilbert space H, at time
t,
U(t,to): Hey = He,  [Q(f)) = [Q1)) = Ult, t)|Q(t0)) - (2.64)

This is practically all we need to know, at least theoretically, to predict the time
evolution of a closed system. In the density operator formalism, the basic principles
are also easy to formulate.

Because the system is initially in the state vector |Q(y)), the density operator is
simply the pure state

plto) = |Q(t0)){Q(to)| - (2.65)

Using the formula (2.63) for the time evolution, the corresponding density operator
at time t can be found by simply saying that

p(t) = [Q)Q)| = Ul(t, 10)|Q(t0))(Q(to) U (¢, o)
= U(t,t0)p(to)U" (t, o) . (2.66)

Note that, while in the standard formalism of quantum mechanics the initial and
final state vectors are related by the time evolution operator (2.64), in the density
operator formalism, the initial and final states are related by a new kind of operator
that acts on the space of density operators at time ¢, and gives a density operator
at time ¢,

®(t,t0): D(to) = D(1), p(to) = p(t) = (¢, t0)p(to) - (2.67)

Operators such as this, that connect two operator spaces, are called superopera-
tors by mathematicians. Physicists prefer to call them quantum maps or quantum
channels.
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Exercise 2.15. If the initial quantum system is in a mixed state, how does it evolve
in time? Assume that P(|Qs)) = P(U|Qs)).

The density operator formalism applies the same idea to subsystems of multi-
partite quantum systems. That is, if QQ’ is a bipartite system and pg(to) is the
reduced density operator of the subsystem (), the formalism states that there is a
superoperator

Dq(t,to): Dolto) = Dolt),  palte) = pa(t) = Po(t, to)po(to) - (2.68)
Exercise 2.16. Prove this assertion.

Let us see this in more detail. Imagine two quantum systems ) and ()’ that are
completely unentangled from each other as well as from the rest of the universe.
Since they are unentangled, the density operator that describes the bipartite system
at time ty is simply

P (to) = pq(te) ® per(to) - (2.69)

Suppose, moreover, that we know nothing about () but have a statistical knowledge
of subsystem @'. For example, we know that at time ty5, ()" has a probability
distribution {|Qg), gy}, where {|Qg)} is a basis for the Hilbert space (Hq)o of the
system Q' at time ty5. Thus, the state operator of Q' at time ¢, is

po(to) = > poyl@0)(Q0l (2.70)
Qo

The state operator of the bipartite system is then

poq(to) = po(te) Y pay |QUI(Q0! (2.71)
Qo
where, for simplicity, we have omitted the tensor product symbol.

Now, suppose that after time ¢y, @@ and @) interact for a time period At =t — t,.
We still know nothing about @, of course; however, we do know that, since there
is no interaction with the rest of the universe, the bipartite system Q@' evolves
unitarily,

paq (to) — pogr(t) = U(t, to) paq: (to)UT (¢, o) , (2.72)

where

Ult,to): (Holo ® (Har)o = (He): @ (Heor): - (2.73)

With only this information, we want to know how the subsystem () evolves in time.
The state operator of subsystem () at time ¢ is obtained as follows by the formula
of the reduced density operator given above,

po(t) = Trgpoe () = > (- Qi lpea ()] - Q1) (2.74)
Q4

The use of the dots is to emphasize that this is an operator and not a real number.
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Keeping this in mind, we now drop the dots and get,
po(t) =) (Qilpoq (1)1Q1)
Q;
= Z(QHU(K to) paq (1)U (t,0)|Q})
Q

= S (QUU . to) (palte) 3 paylQ)@S1) 1012 o)1)
Q; @

= > VP (QUUt, 10)|Qb)palto) by (QulUT(t,10)]Q7) - (2.75)
Q@

It is common to write this expression in terms of the Kraus operators,

Koiqy = /Do, QiU (t,10)| Q) (2.76)
with,
Koiy: (Ha)o — (Ho)t - (2.77)
Exercise 2.17. Show that the Kraus operators satisfy the completeness relation,
) _
Y Kb Koo =1 (2.78)
Q0,Q;
Then, the density operator of subsystem @) at time ¢ is,
pat) = D Kaaypalto)Khq - (2.79)
Qo-@4

This expression is known as the Kraus representation of the density operator of
subsystem Q.

Exercise 2.18. Show that pg(t) satisfies all the properties of a density operator.

In conclusion, the state evolution of a quantum subsystem () in the density operator
formalism is given by the action of a superoperator ®q(t,ty), where the latter is
defined in terms of the Kraus operators,

Dq(t,to): Do(te) = Do(t), pelte) — po(t)

= Dq(t,t0)pq(to)
= Y Kaayro(to) Kby, - (2.80)
Q0@
()’ indicates everything in the bipartite system not included in Q.

This expression of the superoperator ®¢ (¢, ), allow us to prove some of its main
properties. For example, that it is trace preserving,

Tr[po(t)] = Tr[ Y Kogpra(t)Kbg ] = D Tr[Kaayro(te) Ko ]

Qo:Q% Q06,Q}
= > T[Kh o Kaagyralte)] = Tr[ Y Ko Koiappalto)]
Q0,Q; Q0,Q1
= Tr[( Z K&%KQ;Q@)PQ(%)} = Tr[pg(to)] - (2.81)
Q0,Q;
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It is, as well, easy to show that the superoperator ®¢(t, 1) is linear, that is, that

D (t, to) (apg(to) + bp(te)) = a®q(t, to)po(te) + bPq(t, to)py (to) - (2.82)

Exercise 2.19. Prove the linearity of ®¢(¢, ).

2.4 Measurement

Now that we know how to describe a quantum system in terms of its density operator,
in particular, its evolution in time, we would like to understand how to obtain
information about the system. In other words, we want to discuss the measurement
process in the density operator formalism. Let us start, though, with a quick review
of how measurements are described in the state vector formalism.

As we saw, the state vector formalism, given an n qubit |Q) = > ay|Qy), the
probability of measuring a basis state vector |Q) is given by the squared modulus
of the corresponding coefficient «y, that is,

a2 (2.83)

|Q> = Zas’|Qs’> ﬂi_) P(|Qs>) =Ps = }<Qs| Zas’|Qs’>

For instance, for a single-qubit state vector |¢) expressed in the computational basis
{10),]1)}, that is, |¢) = >, cli), the probability of measuring the state |i) is |ay|?.
Another way of writing this is

P(li)) = [(ilg)[* = (ila)*(ilg) = {ali){ilg) = {alTilq) . (2.84)

where II; is the projection operator on the computational basis vector |i), II; = |i) (7.
Similarly, the probabilities of measuring the single qubit |¢) in the Hadamard basis
vectors |4) and |—) are

pe = [(£lg)* = (£la)*(£]g) = {q|£)(£|q) = (q|P+]q), (2.85)

where TI.. are the projector operators on |+), [Ty = |4+)(+|. Actually, this argument
generalizes to any basis {|O;)} of the Hilbert space Ho of observational states,

ps = [(Os]a)* = (Ola)*(Osla) = (4| 0s)(Osla) = (qlTLlg) (2.86)
where I, = |0,)(O,|. Now, since I, = II} and II, = 1%, we can write
ps = {qTq) = (q|TTTL,]g) (2.87)

The previous discussion seems to suggest that we can interpret the measurement

process M as an operator that maps |q) Ay |Os) = Tl4|q). There is, though, a
missing normalization factor. In fact, Il5|g) is not a unit vector, the unit vector is

Is|q)//Ps because
(qITI1IL, | )

0,|0,) =
(05]05) 0.

=1. (2.88)

From here, we get

(q ) TiLg) =) ps. (2.89)
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and, since the sum of the probabilities is equal to one and the initial qubit vector is
normalized, we must have that

> mi, =1, (2.90)

where [ is the identity operator.
A measurement on a single qubit is thus a projector Il that transforms

M Hs’Q> HS|Q>
lq) ——10s) = = : (2.91)
VP (q|TIiTL,|q)

and is subject to the condition (2.90).
Exercise 2.20. Generalize these arguments to an arbitrary n qubit.

More generally, given a basis {|O;)} for the Hilbert space Ho of observable states,
a measurement operator is a map

M;|@Q)
Ms:Ho — Ho, — |Og) = , 2.92
Q Q Q) — [0s) b (2.92)
that satisfies
> MiM,=1. (2.93)

s

The probability of measuring |O;) is given by

At first, it seems that there is nothing new in these definitions. In fact, we have just
seen that projectors meet all these requirements. Note that, however, the definition
we just gave is more general because they may be measurement operators M, that
do not obey the defining properties of projectors (I, = II] and II, = TI2).

Our goal, now, is to translate everything we have just said about measurements to
the language of the density operator formalism. That is, given the state operator p
of a physical system at some initial time, the objective is to find the state operator
ps of the system after the measurement has been performed.

Note: In the following, we use some basic probability. In Box 3.1 you can find a
quick survey if you want to refresh your memory. We denote join probabilities by
prs and conditional probabilities by pys. According to Bayes’ theorem (3.7), they
are related by pys = pr.s/Ds-

Suppose that, before the measurement, the quantum system is in the state

P = Zps’ |Qs’><Qs/| ) (295)

where |Qy)(Qs|: Ho — Ho. If the observational state vectors are {|Qs)}, the
measurement process is such that

M
prH—>ps = Zps’|s |Qs|s’><Qs|s" . (296)
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By pgs, we indicate the probability that the state that enters the apparatus is in
|Qs) given the fact that we measure |Qs). Using Bayes’ theorem,

Ds', s
Ps = Z D ‘Qs|s’><@s|s’| ) (297>
or, taking into account that py s = ps,
Ds,s’
Ps = Z D ‘Qs|s’><@s|s’| . (298)
Now, since the state |Qy) is the result of a measurement, we can use (2.92) to
write,
Mles’) A/ Ps’
|Qs1s7) = = M,|Qy), (2.99)
\/Ps|s’ v/ Ps,s’
giving,
DPs
|Qusr) (Qspwr| = —— M| Qu)(Qu|M] . (2.100)

Ps,s’
Putting all this together,

Ds
Ps = Z E MS|QS’><QS’|M5T

- pisMs(gps/ Q) (@) M}

t
_ MMy (2.101)
Ds

Exercise 2.21. Show that for every Hermitian operator A and unit state vector

Q),
(QA|Q) = Tr[A|Q)(Q]] . (2.102)

Applying this formula to (2.94), it follows that

= Tr(M!M,p). (2.103)
Inserting this result into (2.101), we conclude that the density operator p, that

describes the system after the measurement M, is related to the initial density
operator p by the following formula,

M,pM]

= (2.104)
Tr(M{M;p)

Ps

3 Information
Given two quantum systems initially unentangled, in the previous section we saw

how the operator density formalism describes their individual evolution after they
start interacting. Since the interaction produces a bipartite entangled system, it
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is natural to ask how much we can “know about” one of the subsystems by only
experimenting with the other. This rather simple question raises other interesting
questions that, unfortunately, the average physicist is not used to ask him or herself.
For instance, what do we exactly mean by “to know about” and how do we measure
that “knowledge”? Thankfully, many years ago, computer scientists introduced a
concept that precisely answers these questions.

It was Claude Shannon who in the late 1940s discovered that, given a discrete
and finite probability distribution X = {x,, P(x,)}, where s = 1,..., 5, there is a
natural way of quantifying the amount of information the system contains. This
principle is at the heart of classical information theory. As we will see, the same
basic idea applies to a quantum system with discrete and finite probability distri-
bution {|¢s), P(|1s))}. Despite the similarities, though, we will see that the two
situations also show drastic differences.

Note: The next Box contains an elementary review of probability theory. I suggest
you read it because, even if you already know the subject, you will get familiar the
notation we will use in the following.

Box 3.1. Elementary probability concepts

Consider any physical experiment with a discrete and finite number of out-
comes {zs}, with s = 1,...,s,...S. Here, for later convenience, we include
events with no possibility of occurrence. Suppose, moreover, that we know the
probability of occurrence of every event, P(x,) = ps, subject to the condition
0 < ps < 1. In addition, we impose Y ps = 1. In probability theory, we
assume that the probability distribution {zs, ps} contains everything we can
know about the system.

Now, suppose that we perform a different experiment on another system
(indeed, the two systems can be equal; however, in order to be as general
as possible, let us assume that they are different). As for the first system,
suppose that we know all the possible outcomes and their respective prob-
abilities of occurrence, {y.,p,}, with r = 1,... r, ...  R. If we analyze the
experimental data of both experiments and notice that the probability of si-
multaneous occurrence of every pair of events (zy, y,) is equal to the product
of the individual probabilities, that is, if

P(xS’ yT) = P(xS)P<y7’) ? (31)

or, more briefly,

Psyr = PsPr » (3.2)
we say that the two systems are independent. If, on the contrary, it turns out
that

Ps;r 7 PsPr (3.3)

even for a single pair (z4,y,), we say that the systems are dependent or corre-
lated. The probability ps ., that is, the probability of simultaneous occurrence
of a pair of events, is known as joint probability.
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Since, for every outcome x, of the first experiment, there are R different
possibilities for the second, it is clear that

Ps = Ds,r=1 + Ps,r=2 T oooTF Psyr=RrR = Zps,r . (34)

Analogously,

Pr = Zpr,s . (35)

These expressions are known as marginal probabilities. 1t is obvious that joint
probabilities satisfy

Dsy = Dr,s - (36)

In addition to the joint probability, we can be interested in the probability
of occurrence of an event y, knowing in advance that x, has occurred. This is
known as conditional probability, denoted by P(y,|r) = pys. Bayes’ theorem
affirms that conditional and joint probabilities are related by the following
formula,

Pris = Prs . (37)

S

3.1 Classical Information Theory

In classical communication, the study of the physical and mathematical properties
of information is crucial. Specialists in this area, among other things, aim at quan-
tifying the information content of a message so that they can determine how much
of it can be transferred and with what degree of efficiency. In addition, the process-
ing and storage of classical information is of key importance for modern computer
science. Despite the importance of classical information theory for classical commu-
nication and computation, here we will only introduce the classical concepts needed
to understand the information theory proper of quantum systems, in particular,
open quantum systems.

Our starting point is a discrete and finite probability distribution X = {z,, P(zs) =
ps}, with s = 1,...,S. Of course, 0 < p; < 1 and >  ps = 1. Notice that we are
including events x4 for which p, = 0, that is, events that have no possibility to occur.
From the physical point of view, the probability distribution X can be the list of
all possible outcomes z of certain experiment and the corresponding probabilities
ps. For instance, the results of tossing an unfair die or the classical states of the
particles emanating from a source.

The most basic concept in information theory is that of the information content
of a single event (sometimes also called the Shannon entropy of a single event). It
is defined by the following formula,

1
h(zs) = hs =logy, — . (3.8)

S

The unit of information content is the bit (not to be confused with the binary
digit b € {0,1}). In these notes, we will stick to the convention used by computer
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scientists and write log, simply as log. A simpler way of writing the information
content of a single event is then

hs = —log p, . (3.9)

For the moment, we are excluding events that cannot occur, that is, p, # 0.

The following example will clarify why the information content, hg, and the prob-
ability of occurrence, p,, are inversely proportional to each other. Imagine that you
have a bag full of balls of different colors. Suppose there are N,, white balls and
Ny of another color, with N,, >> Ng. If, on your first trial you pick a white ball,
from the information point of view you have not learned much about the system
because most probably (after replacing the ball) on your second trial you will pick
another white ball. If, on the contrary, on your first trial you pick a ball which is not
white, you have a better knowledge of the content of the bag because most prob-
ably your second ball will be white. This illustrates why the information content
of a single event is interpreted as the degree of uncertainty or surprise. Thus, the
more we know about a system, the less information it stores. This is why there no
information associated to a system if we know beforehand the experimental result,
—log1 = 0. Finally, since hy > 0, it follows that a system with more than one
possible outcome will necessarily have h, > 0 for every z, in X.

Exercise 3.1. Elaborate on the previous example by using specific numbers for the
number of balls.

Now, suppose you repeat N times the same experiment/observation on a physical
system and the event x, for every s = 1,...,.5, is obtained n, times. In this case, you
may include events that cannot occur, that is, events with p, = 0. Your experimental
results are then characterized by the probability distribution X = {z,,ns/N}, where
ny + ...+ ng = N. According to Shannon’s classical theory, the total information
you gain about the system by making these observations is the sum of the individual
information contents carried by each event, that is, n1h; + ...+ nghg. On average,
then, each event will carry an information in bits given by

n1h1+.].v.+nshs:%hl_{_“._i_%hs‘ (3.10)
When the number of experiments becomes infinitely large, N — oo, the average
information content per event becomes

. n . n
J&goﬁlhl+"'+13gnmﬁshs:p1h1+"'+psh5

= —pilogpr — ... — pslogps. (3.11)
This quantity is known as the Shannon entropy of the probability distribution X,

H(X) == p:logp,. (3.12)

Note that we can have p; = 0 because 0log0 = 0.
For example, a two-state system with X = {z,1/2; 25,1/2} contains 1 bit of
information because

1 1 1
H(X):zs:pslogp—s=§log2—l—§log2:1. (3.13)
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Similarly, n such independent systems contain n bits of information. Note that, just
like the information content of a single qubit, the Shannon entropy is determined
solely by the probabilities of the events and not their experimental values.
Since the probabilities are equal to or greater than zero, it follows that the Shannon
entropy
H(X)>0. (3.14)

It vanishes only when there is one and only one possible experimental result, that
is, when the probability distribution is {x,p,}; any other probability distribution
has positive Shannon entropy. In fact, it can be proved that the Shannon entropy
ranges from zero to log N,

0<H(X)<logN, (3.15)

where N is the number of experiments. The highest Shannon entropy is obtained
when all the possible outcomes have equal probability of occurrence, ps = 1/N. In
simple words, our ignorance about the system is the highest when all the events are
equally probable. Any other probability distribution contains more information.

Exercise 3.2. Prove (3.15) by using the inequality In1/x > 1 — z, valid for any
positive number .

Consider the following generalization of the classical binary system presented
above. This is the simplest non-trivial case with only two possible experimen-
tal results (think, for instance, of a bent coin). Its probability distribution is
X ={x,p, = p;Z,pz =1 — p} and the Shannon entropy,

H(X) = —plogp — (1 —p)log(l —p). (3.16)

Instead of assuming that the entropy is given by the binary probability distribution
X, we can think of it as a function of a single variable,

H:[0,1 = (0,1, p— H(p), (3.17)

where
H(p) = —plogp — (1 —p)log(l —p). (3.18)

Exercise 3.3. For which value of p reaches H(p) its maximum value? Plot H(p).
Interpret your result.

Since the maximum entropy happens when the possible events are equally probable,
the binary probability function gives H(1/2) = 1. From here we conclude that, a
Yes/No problem (that is, a problem that in principle can be solved by a sequence
of Yes/No questions), has a total Shannon entropy equal to the number of Yes/No
questions we have to ask in order to solve it.

We applied the basic information theory introduced above to individual systems
with known probability distributions. But, what happens when we have several
systems? In principle, they may be correlated, that is, they may show a non-trivial
joint probability distribution. Let us see how Shannon’s theory works in this case.

Suppose we are given two physical systems, each with its own probability distri-
bution: X = {z4, P(xzs) = ps}, where s = 1,...,S5, and Y = {y,., P(y») = p:},
where r = 1,..., R. Since we are assuming that they can be correlated, we can use
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their joint probability p,, to define the joint information content or Shannon joint
entropy of two events,
hs, = —1ogps, . (3.19)

This definition applies whether the two systems are correlated, p,, # psp,, or not,
Psr = Pspr. 1f they are independent of each other, the joint entropy is simply
hsy = —logps, = —log(pspy) = hs + h, . (3.20)

This should not come as a surprise. Actually, remember that, in statistical physics
the thermodynamic entropy is defined in terms of the log function precisely because
it is the only function that guarantees this additive property.

The joint entropy of two systems XY is defined according to the Shannon entropy
given above. We start by defining the Shannon marginal joint entropy of subsystem
X,

H(X,y,) = Zpsr log P, - (3.21)
Exercise 3.4. In physical language, what does the marginal entropy tell us?

From here, we define the Shannon joint entropy of the composite system XY as,

ZHX y) = Zpsrlogpsr- (3.22)

Since the joint entropy is clearly symmetric, p,, = p; s, it follows that
H(X,Y)=H(Y,X). (3.23)

The joint entropy is thus the average information content carried by a pair of events,
one in X and the other in Y.

Exercise 3.5. Show that
H(X,)Y)> H(X), HX,)Y)>H®Y). (3.24)
What do these inequalities mean physically? When do the identities hold?

The conditional probability of two events, p,s, can be used in a similar way to
define the conditional information content or the Shannon conditional entropy of
two events,

hr|s - - 10gp7“|8 : (325>

This is the information content of the event g, knowing that x, had already oc-
curred. Since, by Bayes’ theorem, p,s = prs/ps and, by the symmetry of the joint
probability, p, s = ps, it follows that p, s = ps,pr/ps, thus hys # hy, (unless, of
course, p, = Ps)

If we define the marginal conditional entropy H(Y|zs) as the Shannon entropy of
system Y after having measured the single event x, of X by

Y|x5 - Zp7"|s 1ngr\s . (326)
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The Shannon conditional entropy is the average information content of the events
of Y having a complete knowledge of X,

H(Y|X) = Zps (Y]zs) == psprislog pris (3.27)

S,

Using Bayes’ theorem, pyp,|s = ps», the conditional Shannon entropy becomes

H(Y|X) = Zps - log prs - (3.28)

Note that
HY|X)>0. (3.29)

When X and Y are independent, that is, when p;, = pspr,

H(Y|X) = ZpspTlogpspr— Zprlong— (Y). (3.30)

S,Tr

Indeed, it can be proved that more generally,
HY|X)<H(Y). (3.31)

Thus, on average, the element of surprise of subsystem Y is lesser when we know
in advance how the results of Y are conditioned by those of X. Only when the
two subsystems are uncorrelated, do the measurements of X provide no information
about Y.

Exercise 3.6. Show the inequality (3.31). Hint: use Inz < x — 1, for any positive
T.

Exercise 3.7. Show that,
HY|X)=H(Y,X)—-H(X). (3.32)
What is this identity telling us? Use plain words.

Exercise 3.8. Show and explain in simple words following inequality
HX,)Y)<HX)+H(Y). (3.33)
Exercise 3.9. Explain the relation
HY|X)<HY)<HY,X). (3.34)

Above we have seen that, to every event z, we must assign the information content
hs = —logps (for ps # 0). If the system X is not correlated to any other system,
this is all the information carried by this event. However, if we know in advance
that this event is conditioned by the outcome y, of another system Y, we know
something about z, even before it occurs. Therefore, in this case, the information
content is hy minus the conditional information content of the pair of events (y,|xs),

pspr

S,

hs — hy, = —log ps + log ps, = —log (3.35)
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On average, the information gained per pair of events (s, y,) is, then,

DsPr
D Perllts = hop) = =) polog (3.36)

This quantity is called the mutual information of X and Y,

I(X;Y) == polog 2P (3.37)

s,T

S,r

Using the properties of the log function, the mutual information can be written in
several equivalent ways. For example,

I(X7 Y) - = Zpsﬂ" logps - Zps,r logpr + Zps,r logps,r

= — Zps logps - Zpr 1ngr + Zpsﬂ" logpsvT

= H(X)+ H(Y)— H(X,Y) (3.38)
= H(X) - H(X|Y), (3.39)

where, in the last step, we used (3.32). Since H(X,Y) = H(Y, X), the mutual
information is also symmetric,

I(X;Y)=I1(Y; X). (3.40)

This means that given two statistical ensembles, the average information gained is
the same whether we observe X or Y. If they are independent, that is, if ps, = psp,
I(X;Y) = 0. So, as expected, there is no mutual information.

Exercise 3.10. Show that /(X;Y) > 0.

Exercise 3.11. Interpret the following Venn diagram. Provide a physical interpre-
tation.

I(X;Y)

Fig. 2. Venn diagram for classical information concepts.

The following exercises ask you to generalize the definitions and properties given
above to more than two systems. To do that, assume that you are given three
physical systems X,Y, 7, each with its corresponding probability distribution. In
each case, draw the associated Venn diagram.
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Exercise 3.12. Show that
HX,)Y,Z)=H(X)+ HY|X)+ HZ|Y,X),

and
HX)YY,Z)<HX)+HY)+ H(Z).

When does the identity hold?

Exercise 3.13. Prove and explain in plain words the following identity,
HX,)Y|Z)=H(X|Z)+ HY|X,Z).

Exercise 3.14. The conditional mutual information is defined as
I(X;Y|Z)=H(X|Z)-H(X|Y,Z).

What is this quantity telling us?

Exercise 3.15. Show that
I(X,)Y;2)=1(X,Z)+ HY; Z|X).

Exercise 3.16. Prove the strong subadditivity relation,

I(X;Y|Z)>0.

When does the mutual information vanish?

(3.41)

(3.42)

(3.43)

(3.44)

(3.45)

(3.46)

Exercise 3.17. Generalize the previous results to an arbitrary number of systems

X1, Xyt X,

Exercise 3.18. Justify the following definitions and generalize to n systems,

HXYZ Zpsrtlogpsrt7

s,r,t

H(X,Y|Z) == pers10g pass,

s,r,t

(Z|X Y Zpsrtlogpﬂsry

s,rt
[(X:Y;2) ==Y porilog p;pspt
s,r,t st

Use these formulas to confirm your answers of the previous exercises.

(3.47)
(3.48)
(3.49)

(3.50)

Before closing this short introduction to classical information theory, there is a
last useful measure we would like to introduce. Imagine you have two macroscopic
systems that look exactly the same; for example, a pair of dice or coins. However,
after extensive experimentation, you conclude that, in fact, they are not identical.
You discover that, under the same experimental conditions, they exhibit different
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probability distributions. Let us say that system X is characterized by {zs, ps} and
system X by {xz, ps}. The corresponding Shannon entropies are,

h(zs) =—logps,  H(X)=-=> pslogps, (3.51)

h(zs) = —logps,  H(X)=—) pslogps. (3.52)

We wish to quantify the dissimilarity of the two probability distributions X and
X. For this, we start by introducing the relative entropy between a pair of events
(xs,25) € (X, X),

h(zs||xs) = h(xs) — h(zs) = —log ps + log ps = — log]ﬁ ) (3.53)

S

The average relative entropy of a pair of events (xg,x3) per event xs € X is what is
called the relative entropy between X and X,

X”X Zps 10g - = Zps(logps - 10gp5) . (354)

S,8

Relative entropy is also known as divergence or discrimination (usually denoted
with the letter D). Beware that relative entropy is not symmetric,

XHX Zps log_
# =D pslog = HX|X). (3.55)

In order to distinguish these two expressions, it is more appropriate to say that
H(X|X) is the entropy of X relative to X, and H(X||X) the entropy of X relative
to X.

Exercise 3.19. State in simple words the difference, concerning their information
content, between H (X || X) and H(X||X).

Note that, if X = )?,
H(X||X) = Zps log— =0. (3.56)
Otherwise, that is, when X # X ,
H(X||X)>0. (3.57)
Thus, relative entropy is a non-negative quantity,
H(X||X)>0. (3.58)

In case one of the systems has only one possible outcome, say X = {zs,ps = 1},
then

1
H(X|z5) = Zps 1og— == ps log - = H(X). (3.59)
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Inspired by the definition of relative entropy, we can as well introduce the joint

relative entropy, ~
pS,’I"

H(psrllfor) = =Y perlog . (3.60)
and the conditional relative entropy,
~ ]55 '
H(ps|r Hps|7"> = - Zps,r log ]ﬁ . (361)

Exercise 3.20. Show that H(p,||psjr = pspr) = I(X,Y).

3.2 Quantum Information Theory

In the previous subsection we considered a classical system X as a source of ran-
dom events characterized by a probability distribution {z, ps}. Using only this
experimental data, in particular, the probabilities, the Shannon entropy defines its
information content. For more than two classical systems, their joint and conditional
probabilities were used to define other more sophisticated information measures.

Similarly, we know that in the density operator formalism, a quantum system is
considered to be a random source of observational states with certain probabilities.
It is natural, then, to expect a quantum version of the Shannon entropy as well as
of the other information measures in order to quantify the information content in
the quantum world. This is what we will do in this subsection.

Now, since classical physics is a special limit of quantum physics, classical infor-
mation theory is, as a matter of fact, a special case of quantum information theory.
This is why there are quantum analogs of the various classical information measures
discussed in the previous subsection. However, because of quantum entanglement,
we will see that these quantum quantities can differ radically from their classical
counterparts.

Given a quantum system (), whether open or not, its von Neumann entropy is
defined by

S(Q) = S(pq) = —Trq[pqlog p] - (3.62)

Note that, to distinguish at a glance the classical Shannon entropy from the quantum
von Neumann entropy, we have denoted the former by the letter H and the latter
by S.

Before going any further, let us show that the quantum von Neumann entropy is,
in fact, analogous to the classical Shannon entropy. For this, we need the eigenvalue
decomposition of the density operator given in (2.19),

po = _psles)esl. (3.63)
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Inserting this formula in the definition of the von Neumann entropy, gives

S(pq) = —Trq|pqlog pq]
= —Trg[ Y ples)leslogd pules)ies]]

= —Trq [ Zps log pyles)(esles ) (es ”

8,8’

= —Trg[ ) pslogpile)(es]
— Zps logpsTr[|€s><€s”
= — Zps lngs Zps

=— Zps log ps . (3.64)

As we wanted to show. Note that, since 0 < p, < 1, the von Neumann entropy is
semi-positive, S(pg) > 0.

It is easy to show that the von Neumann entropy is, in fact, independent of the
orthonormal basis chosen for H. Suppose that {|e/)} is another orthonormal basis
for He, related to {|es) } by |es) = Ulel), where U is a unitary operator. The density
operators are, thus, related by py = UpqU . The von Neumann entropy in this new
basis is then,

S(pl) = ~Tre[pglog p] = —Trg [UpeUTlog (UpeU')]
= ~Tiq[UpaU'U(log po)U"| = ~Tiq[Upq(log pq)U"]

= —Trg[pq(log po)U'U| = ~Trg[pqlog pg] = S(pq) - (3.65)

Let us see how this works in practice considering the von Neumann entropy of the
mixed single-qubit state given in (2.27),

pa = Pol0) (0] + (1 = po)[1)(1]. (3.66)

From the definition of the von Neumann entropy,

S(q) = —Tr, [pq log pq}

= =Ty [(po]0){0] + (1 — po)[1){1]) log (po|0){0] + (1 — po)|1){1])]
= —Try [ (po]0){0] + (1 — po)[1){1]) (log pol0) (0] + log(1 — po)[1)(L])]
= —Try [ (po]0){0] + (1 — po)[1)(1]) log po|0) (0]

— Try [ (po]0) (0] + (1 — po) [1)(1]) log (1 — po)[1)(1]

= —Try [po log po|0)(0]0) (0[] — Try [(1 — po) log(1 — po)|1)(1[1)(1[]

= —Tr, [po log po|0) (0[] — Tr, [(1 — po) log(L — po)[1){1]]

= —polog po{0]0)(0[0) — (1 — po) log(1 — po)(1|1){1[1)

= —pologpo — (1 — po) log(1 — po) . (3.67)
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We can, of course, calculate this entropy by using an explicit matrix representation
of the density operator as the one given in (2.30)), that is,

S(q) = —Tr, [pq log pq}

S (CREN [ g

= —polog po — (1 — po) log(1 — po) - (3.68)
In particular, for py = p; = 1/2,

1 1
pa = 510001+ 3 11411, (369
and the von Neumann entropy is then
1 1 1 1 1
S(q)——§log§—ilogi——log§—log2—1. (3.70)

Note that the von Neumann entropy of the mixed single-qubit state (3.66) is equal
to the Shannon entropy (3.16) of a classical binary system. They coincide because
the two orthonormal states |0) and |1) are completely distinguishable (no quantum
correlation between them), exactly as the outcomes of a binary classical system such
as a bent coin.

Exercise 3.21. Show that this result is independent of the matrix representation
of the density operator.

For a general pure single-qubit state, the calculation of the entropy is less obvious.
First, we use |¢) = g |0) 4+ a |1) to build the density matrix,

Qoo Qo
=l = [o0 o] (371)

and then find the eigenvalue decomposition to be used in the formula (3.64).

Exercise 3.22. What are the von Neumann entropies of the pure states |£) (%],
where |4) = (]0) & [1))/+/2 are the Hadamard basis states?

Exercise 3.23. What is the von Neumann entropy of any pure single-qubit state
|g)(al, with [g) = ag [0) + a1 [1)?

Exercise 3.24. What is the von Neumann entropy of the pure state |pg,)(pg,|,
where |pg,) is the Bell state given in (2.52)7

Exercise 3.25. Show that the von Neumann entropy of any pure state |Q){(Q| is
equal to zero.

In principle, any quantum system () can be viewed as part of a greater bipartite
system (QQ’. The individual subsystem (), as we know, is described by the reduced
density operator pg = Trgpgg. It is natural, then, to define the reduced von
Neumann entropy of ) by

S(Q) = S(pg) = —Trq[pqlog pg]
= —TI'Q [TrleQQ/ lOg TI"Q/pQQ/] . (372)

30



Exercise 3.26. Draw the Venn diagram that illustrates this definition.

The joint von Neumann entropy is defined by

S(Q,Q") = S(poq) = —Troq [P 10g paor] - (3.73)

When the two subsystems are decoupled, that is, when pgoo = popg, the von
Neumann entropy satisfies the so called additivity property,

S(pqa) = S(perar) = S(pq) + S(per) - (3.74)

To prove this property, we start with the eigenvalue decomposition of the density
operators pg and pg and insert them in the definition of the von Neumann entropy,

S(parg) = —Trgq [(po ® po)log(pg @ por)]

= —Troq [(Pg ® pe)10g(Y_ pales)(esl © D puley) ()]

= —Troe [(po © pa) (Y log(psply)les) (es| @ ley) ey )]

s,s’

= —Trgy [(pQ ® po) (D logpales) (e @ k) (€l])]
— Trgo [(pQ ® P ) (D les)(es| ® > log plylel) (el )]

S

= —Trqq [(pe ® po)(log po @ Ir)| — Troq [(pe ® par) (I ®1og pgr)]
= —Trqq [pqlog pg ® po'] — Trqe [pe ® pqr log po']

= —Tiq|polog pq| - Tropg: — Trgpg - Trg [ per log pa/]

= —Trq[pglog po] — Trg[porlog pa/]

= 5(pq) + S(pq) - (3.75)

Recall that most generally pogr # popor- It can be proved that in this case, the von
Neumann entropy of a bipartite system satisfies the subadditivity property,

Slpaq) < S(pere) (3.76)

In conclusion,
S(Q.Q) < S8(Q)+5(Q), (3.77)

and the equality holds only when the two subsystems are independent, pog =
PRPQ’ -

Exercise 3.27. Prove the subadditivity property of the von Neumann entropy.

Exercise 3.28. If () and () are subsystems of the bigger tripartite system QQ’'Q",
how would you define the joint entropy S(Q,Q’) in terms of the density operator
pogqr? Draw the corresponding Venn diagram.

Exercise 3.29. Generalize the previous exercise to an arbitrary multipartite system.
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In (3.24), we saw that the joint entropy of two classical systems is greater than
or equal to the entropy of each subsystem, H(X,Y) > H(X),H(Y). In quantum
information theory, this is not true. Actually, it can be shown that a bipartite
system S(Q, Q") = 0 can still have S(Q) = S(Q') > 0. This is, for example, the case
of the pure Bell state |pg,)(pg,|- As we showed in Exercise 3.24, its entropy S(8p) —
as for any other pure state — is zero. However, the reduced von Neumann entropies
of the individual qubits (obtained by using the reduced density matrices (2.55) and
(2.56)),

1T 0] 1[0 0 171 0] 100
pq_ﬁ[o o]*i[o 1}’ pq’_é{o o}*é[o J’ (3.78)

are greater than zero,

1 1 1 1
_ — —_ = 1 ! = — - = 1 . .
S(q) 513 , S(q") 513 (3.79)
Thus, as asserted, in quantum information theory,
S(Bo) < S(q), S(d)- (3.80)

In classical information theory, we first defined conditional entropy by equation
(3.28) and then you found that it satisfied property (3.32), H(Y|X) = H(Y, X) —
H(X). This last relation is used to define the conditional von Neumann entropy of
a quantum bipartite system,

S(QQ) =5(Q, Q) — 5(Q). (3.81)

More explicitly,

S(pQ/ |pQ) = —TI'QQ/ [PQQ’ log IOQQ’} — TI'Q [TTQ’pQQ’ 10g TI"Q’PQQ’} . (382)

Exercise 3.30. Prove that
S(Q'Q) < S(Q"). (3.83)

In analogy with the classical concept introduced in (3.38), we define the mutual
quantum information by,

I(Q Q) =5(Q) +5(Q) - 5(Q, Q). (3.84)

Sometimes also denoted by I(Q : @'). As for classical information, the mutual
quantum information is semi-positive, 1(Q; Q') > 0. It is equal to zero only when
the two subsystems are uncorrelated, that is, when pog = pg por-

We can also define a relative quantum entropy that measures, as its classical coun-
terpart, how different two probability distributions are. Given two probability dis-
tributions @ = {|Qs),ps} and Q = {|Qs),ps}, with respective density operators pg
and pg, their relative von Neumann entropy is

S(QIQ) = S(pqllpg) = Tr[pg(log pg — log pg)] - (3.85)

Exercise 3.31. Show that, when written in diagonal form, the relative quantum
entropy reduces to the classical formula (3.54).
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Since S(Q]|Q) = 0, it follows that the larger S(Q!@), the easier it is to distinguish
between () and (). Relative quantum entropy and mutual quantum information are
related by

S(paqllpere) = 1(Q: Q") - (3.86)
Given two quantum channels ®¢(t, %) and (IJij(t, to),
po(t) = Pt to)pa(te),  pg(t) = 25(t to)pg(to) , (3.87)
the relative quantum entropy always decreases after applying them,
S(@q(t, o) pq(to) |24t to)pg(te)) < S(palte)llpa(to)) - (3.88)

So, it is increasingly harder to distinguish between the two systems. For example,
if pog' = po and psa — pg, then

S(pallrg) < S(reallpag) - (3.89)

4 Algorithms and Secure Communication

In this section, we introduce the so called Quantum Phase Estimation (QPE) algo-
rithm and the Variational Quantum FEigensolver (VQE) algorithm. Our approach,
in both cases, is practical rather than purely theoretical.

Suppose a complex quantum system, for example, a molecule. Our knowledge of
the ground-state energy of the system is crucial to understand how it interacts with
external factors. This is something theorists know very well. In fact, for decades,
physicists and chemists have been studying the electronic structure of molecules and
have tried to find the ground-state energy of useful, but relatively simple, molecules.
This endeavor has been fostered by the advent of powerful classical computers. How-
ever, despite considerable progress in this direction, traditional quantum chemistry
and classical computers are inefficient to solve the ground-state energy problem of
complex molecules which are of practical impact (such as the ones used in the phar-
maceutical and food industries). By these means, it would take too long (exponential
time) to have a complete knowledge of the ground-state energy of such molecules,
needless to say an understanding of their chemical reactions. The two quantum
algorithms we present here are attempts to solve this problem in practicable time
(polynomial time).

It is worth mentioning that the fundamental difference between the two algorithms
is practical. Actually, compared to the VQE algorithm, the QPE algorithm provides
a more accurate estimate of the ground-state energy. However, while the QPE
algorithm requires a fully-built quantum computer to operate, not accessible in the
foreseeable future, the VQE algorithm integrates a classical part and a quantum
subroutine that can be run in quantum computers deemed to be attainable in the
near future.

Considerations concerning the future implementation of practical quantum algo-
rithms have to do with the so-called Noisy Intermediate-Scale Quantum (NISQ)
era we live in. In fact, despite the many advances in the technological front, due
to the limited number and quality of the current qubits, the noisy gates and the
undesirable interactions with the environment, we are still very far from achieving
fully-quantum computers able to realize purely quantum algorithms. This is why
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scientists are trying to design and develop algorithms with small quantum size and
assign to powerful classical computers the rest of the tasks we already know they
are good at. The VQE algorithm is an example of these more realistic algorithms
scientists are trying to put in place.

We conclude this section with another useful application of quantum physics: se-
cure communication by transferring information through quantum channels.

4.1 Quantum Phase Estimation

Suppose you want to describe, as precisely as possible, a highly complex time-
independent quantum system. For example, a large molecule with many electrons.
In principle, your goal is to find an exact analytic solution of the time-independent
Schrodinger equation,

H|yp) = E|) . (4.1)

That is, given the Hamiltonian H, you have to find the states |¢) and the corre-
sponding energies satisfying this equation. This problem, though, is in general very
difficult and classical computational methods only provide approximate solutions.

Exercise 4.1. Do you remember how the equation (4.1) is obtained from the general
time-dependent Schrodinger equation?

If you want to approach this problem using a quantum computer, the first thing
you have to do is to model all the elements in equation (4.1) in terms of qubits
and quantum circuits. Thus, we assume that you have found a qubit analog of the
quantum system, that is, that you have a qubit Hilbert space H¢ containing all the
state vectors |@) that simulate any state [¢)) of the physical system. In addition, we
assume that you have found a quantum circuit Hg that models the Hamiltonian H
of the system. The time-independent Schrédinger equation (4.1) then becomes an
eingenvalue equation in the qubit space,

HolQ) = E|Q), (4.2)

where |Q) € Ho = C*" and Hg: Hg — Hg. If we assume that the Hamilto-
nian is non-degenerate, then, there are 2" eigenvalues F, with their corresponding

eigenvectors |E,), .
HolE,) = E,|E,), (4:3)

with v =0,...,2" — 1. The eigenbasis {|E,)} can then be used to expand any state

vector |Q) € Ho,
2n_1

Q)= clBE). (4.4)

v=0

Exercise 4.2. Show that all the eigenvalues E, of fIQ are real and the set of
eigenvectors {|E,)} form an orthonormal basis of H.

Until here everything has been ideally simple. In reality, though, it is believed that
the problem of finding the energy levels of a Hamiltonian is an exponentially hard
problem, both for quantum and, all the more, for classical computers. Remember
that a computational problem is said to be “easy” if the number of steps needed to
solve it scales polynomially with the size of the input and it is said to be “hard” if it
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scales exponentially. The QPE algorithm that we now present provides an estimate
of the energy eigenvalues of a complex Hamiltonian.
Suppose we have been able to build the unitary transformation

U =ela. (4.5)
It transforms an eigenvector of the Hamiltonian as follows,
U|E,) = e?|E,) = ¢P|E,) . (4.6)
For convenience, we write F, = 270, where 0, € [0, 1] is called the phase angle,
U|E,) = e ®|E,) (4.7)

(Note that to each eigenvector |E,) there corresponds an angle 6,.) Our goal is
to estimate the phase angles and, therefore, determine the eigenvalues FE, of the
Hamiltonian.

Exercise 4.3. Show that the eigenvalues of unitary transformations are complex
numbers of unit magnitude.

Consider the following experiment,

0) — H |
o)
Q) U
Fig. 3

The outgoing state |w) is obtained as follows,

2n—1
ol Ey)
v=0

72
%ZZMW@

14

— E > alk) e |E,) . (4.8)

0)|Q) ——

That is, .
W) = Zc,,(E 3 62”"”9”|k>> B, . (4.9)

At the end, you measure the upper qubit in the computational basis {|0), |1)}. The
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probability of obtaining the state |j) is,

P(1i)) =10 - )P =" |G Balw)|”
=S| a5 X el ) BB
= ZCV(\/_Z 27r2k0”(5 )

(4.10)

We can simplify this result by assuming that the incoming state |Q)) was prepared
in an eigenstate |FE,), giving

P(1j)) =1 - ) = 3|4 Bl
1 2miky / ; 2
-2 |(5 2 i) EE)

2mij6,

_— (4.11)

As expected, there is an equal probability of detecting the upper single qubit in the
states |0) and |1). Instead of measuring the upper qubit, suppose we let it pass
through an inverse quantum Fourier transform, QFT].

0) —{ H | L QFT} —

Fig. 4

In Box 4.2 of QC1 we saw that QFT, = H, so QFT| = H' = H. The outgoing
state in this case is then,

lw) — Q) = ch<% Z p2mik0y QFTJH]C}) E,)

_ Z e (% Ek: em’kevmm) E,) . (4.12)
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If we use the fact that,

Hlk) = + (=1 1)) = —=(e7™]0) + e 1))

1
E( 10)
=7 >y (4.13)

we finally get

=S (53 e ) B (4.14)

v k,j

We conclude the experiment by measuring the upper qubit in the computational
basis. The probabilities are,

P([1)) = - 1P = [0E |
-2 | Z@(%Z k=200 017y} (B, )

? C’LL Z efﬂlk l 29;,4) (415>
In case the incoming state |@) is in the eigenstate |E,),
P(ll _ 1 - —mik(1—26,) 2
(1)) =D
k=0
1 - 2
_ —7mi(l—26,)
== ‘ 1+e (4.16)

Note that with the experimental result P ( [1-) ), we can determine the angle 6,
and, therefore, the energy eigenvalue.

Exercise 4.4. Find 6, in terms of P(|l-)).

Let us extend the previous experiment to more than one unitary,
Ui|B,) =™ |E,),  Us|B,)=e""|E,), (4.17)

where 0 < 6y ,,0,, < 1. The experimental set-up is shown below,

0) — H | T
0) — H| jw)
Q) ———— U

Fig. 5
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The outgoing state |w) is obtained as follows,

01010) — 75 3l 35 3 Tl
\/—ZZCV|11 io)| Ey)

11,02 VU

\/—ZZCV|212 27rz7,191V|E >

i1,i2 VUV

—— S Y Y ali i) IR (415)

11,02 UV
That is,
=3 (g X i i) ) (4.19)

11,2

We now let the two-qubit system in the upper register enter an inverse quantum
Fourier transform, QFT;.

|0) H ® —
QFT]
0) — H | T — 1€2)
Q) ——— Ui Us
Fig. 6

The action of this gate was given in Box 4.3 of QC1,

3
LS sy, (420)

y=0

QFT i1 i2)

[\DI»—t

The state that exists the inverse QFT gate is then,

MH@:Z@( fz it ia) QF Ty i) ) B,

11,12

3
— Z Z 2mi(i161,0+i202,,) — Z e—% 221+12 ) |E,)
16

11,12

—ZCV(QQZZ it tiste )= R @) ) |B . (421)

11,02 Y

DN | —

This expression simplifies notably if we consider the special case ¢,, = 20, ,, that
is, if U2 = U,. For simplicity, we define s, = 0,. From here, 0, , = 20,.

38



o —{—e —
QFT]
0) — H | T — Q)
Q) U3 — Up
Fig. 7

The output state in this case is,

9) = ZC”<22 D3 e Sy ) 1)

1,02

- Zcu(zg D3 e ey ) 5

11,52

— o p2mizly ,— 5w
IACHHS
v x Yy
=Se(m X e ) im). 122
v :L‘,y

In the third step, we have used the decimal expression of the binary string i i,
namely, x = 2i; 4+ 75. We conclude the experiment by measuring the upper register.
To compute the probabilities, though, we first note that since we have written
the upper two-qubit system in decimal form, we have to do the same with the
observational states. Denoting by |z -) the observational states of the upper register,
where z = 0, 1, 2, 3, the probabilities of observing them are,

P(lz)) =1z - [P =D | B, )
w
= Z ‘ ch (% Z 6_%I(y_40u)<z|y>> <E“|EV> 2
H v T,y
— 1 — 2y (2—220,,) 2
%

xX
If the input state |@) is prepared in the eigenstate |E,), the corresponding proba-
bilities become

v)IE)

(4.23)

1 2

P(|Z>) = (22)2

—%m(z—?é'y)

(4.24)
x=0

The angles 6,, and consequently the eigenvalues F, of the Hamiltonian, can be
determined using these probabilities.

Let us now generalize the above experiments to an arbitrary number A of ancillary
qubits as shown in the figure below,
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0) — H—®
0) — H| 'S
jw)
0) —{ | T
Q) Uar—Ua — U —
Fig. 8
The control gates are such that,
U,|E,) = e*™ v |B,) (4.25)

where a = 1,2,..., A. The state appearing on the right side of the circuit is,

10Y%4)Q) ——— \/% Z i1t ... 14) ZCU|EZ,>

11,82,0ria v

A E E Cu|21 By .. .0 2m(1191,u+1292,u+...+ZA9A,V)|EV> ]
2

11,82,.00%4 VUV

(4.26)

In the previous examples, we saw that this expression simplifies considerably if we
choose,

0, =2%,, 0a1,=20,, ... 0,,=2%, 6,=2"19,. (4.27)
In general,
O ar1, =2"10,. (4.28)
With this simplification, the outgoing state becomes
) e2mili 24719, 43924720, +...+i0,)
|w) 2A Z Zc,,|zl 19 . 1 2 A%IE,)

11,82,..84 VUV

\/2A Z Z cyliy dg. .. 2Wi(2A71i1+2A71i2+"'+m)0”|Eu> . (4.29)

11,02,..,04 VUV

Finally, using the decimal representation of the binary string iy iy ... 74,
A
w=24"N + 24 iy 20 =y 24, (4.30)

we get,
241

o) = 3e i @z e 0)) | ) (4.31)
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We now act on the upper register with the inverse quantum Fourier transform QFT il,

0 —{i—e

0) —{H | *

QFT',
€2)
10) @ . r
Q) Us—1Ua -—U
Fig. 9
According to equation (4.61) of QC1,
1 24-1 o
QFT)|z) = T e 21 %y), (4.32)
y=0

and thus,

2) ch(% > QFTh[2) ) E.)

Sl T (S )

1 _2mi (oA
:Zc,,(Q—AZe S el=2 9v>|y>)\EV>. (4.33)
v z,y

Similar to the previous example where we had two ancillary qubits, the probability
of measuring the state | z-) in the upper register is given by

P11 = g e 3 e 30
In the special case that |@) is in the eigenstate |E,),
24-1
1 2‘rr7,‘r z— AGV 2
P<|Z'>):(22)A‘ N (4.35)
=0

In this last example we have assumed an arbitrary number A of ancillary qubits
with no further considerations. Now, we want to discuss the implications that this
has on the estimation of the phase angles 6,,.

Con81der the product z6, that appears in the exponential in (4.34). We know that
r = Z 2A %4 is given in terms of the number of ancillary qubits A. However, we
have not cons&dered the limitations that this finite number of ancillary qubits put

41



on the value of 6,. In fact, 6, can only have an approximate value, depending on
the number of ancillary qubits A. The reason for this is that any fractional number
between zero and one, such as 6,, can be written in the binary system as

N
b1 bg bg bn
bp=r+ o5t o5t +—+ =Y i+ (4.36)

B

n=1

where b, = 0,1 and N is some positive integer number. In our case, with only A
ancillary qubits,
A

a=1

+ . (4.37)

wlv
ISHRS]

Thus, the greater the number of ancillary qubits, the better the approximation of
0,. Suppose that,
A

and 6, = 64 + §,, where §, indicates all the contributions that cannot be obtained
using A ancillary qubits.
Using this, the outgoing state (4.33) becomes

1 — 2% g (y—249A T
9 =Y (55 D ¢ FE D ) ) B, ), (4.39)

v T,y

(4.38)

m|Q

and the corresponding probability of measuring the state |z -) in the upper register

is,
P(|Z QQAZ

Note that, if we measure the upper register and always get the same result, that
is, if P ( | 2 - )) = 1, we know with certainty that we have found the exact angle,
0, = z/2% (in other words, 0, = 0). In fact, in this case,

2
2 ApgA .
Cu E : e—QLAlw 2—2 9M)€27rm§#

(4.40)

p(|z.>):?LAZ|CM(1+1+...+1)|2

1
b S e 2P =) e =1. (4.41)
17

I

On the contrary, the probability P(|z-)) # 1 when 6, # 0, indicating that we have
not found the exact value of the phase angle.

To conclude, let us return to our original quantum problem. Suppose we start with
an approximate ground-energy eigenstate provided by theoretical considerations,

Eo) =) e |E) . (4.42)

We let this state pass through the QPE circuit discussed above and measure the
ancillary qubits. The probabilities are given in (4.40). The process is iterated until
the lowest angle and, consequently, the lowest energy is found.
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Even though the QPE algorithm shows that, in principle, a quantum computer
can find the ground-state energy of a complex molecule in polynomial time, to run
the algorithm requires a quantum computer that is not expected to be built in the
near future. Because of this, new algorithms relying on future hybrid computers,
part classic, part quantum, have been developed.

4.2 The Variational Quantum Eigensolver

Both, the Quantum Phase Estimation (QPE) algorithm, discussed in the previ-
ous subsection, and the Variational Quantum Eigensolver (VQE) algorithm, intro-
duce here, can, in principle, solve the time-independent Schrodinger equation of a
large quantum system. The fundamental difference between the two is that, while
the former is an algorithm that requires machines built exclusively with quantum
components, the latter operates with computers made of quantum as well classical
components. The VQE is an example of what are called classical-quantum hybrid
algorithms. These are the types of algorithms that are expected to first supersede
classical algorithms given the current or near term available technology (NISQ era).

From the theoretical point of view, the difference between the two algorithms is
that the VQE is a variational algorithm and the QPE is not. As we will see, this is
connected to the future implementation of variational algorithms in NISQ devices
mentioned above. Thus, the VQE uses the variational principle of quantum mechan-
ics to find an approximate solution of the time-independent Schrédinger equation
that describes a complex quantum system. Having stated the main differences be-
tween these two approaches, let us now explain how the VQE operates.

As usual, we denote by |Ep), |E1), |E2), ..., the set of orthonormal eigenstates of
the Hamiltonian and assume that there is no degeneracy, with Fy < Ey} < Fy < .. ..
Any vector |¢) corresponding to a physical state of the quantum system is thus
written as a linear superposition of such eigenstates,

) => alE,). (4.43)

The variational theorem affirms that the expectation value of the Hamiltonian for
any physical state is always equal to or greater than the expectation value of the
ground state, ) R

(Eo|H|Eo) < (Y|H[Y). (4.44)

Only when |¢) = |Ey), that is, when ¢, = 6,0, do the equality holds.

Exercise 4.5. You should be able to prove this theorem.

Now, suppose we find a set of real parameters 6y, 0, ...,60p, that can be used to
uniquely identify every state of the system,
) = [¢(61,0,....0p)). (4.45)

For instance, in QC1 we saw that there is a unique Bloch vector on the unit sphere,
|) = [1(0,¢)), where € and ¢ are the spherical polar angles, associated to every
state of a two-level system.

Exercise 4.6. Show that, in general, a state vector in a Hilbert space of dimension
D requires 2(D — 1) parameters.
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To simplify the notation, let us introduce the parameters vector @ = (01,65, ...,0p)
and the corresponding space of parameters & > 6. We assume, moreover, that there
is a @ for which [1(6y)) = |Fo). Thus, according to the variational theorem,

(0 (00)| H [1)(8)) < ((0)| H [1(6)) . (4.46)
When useful, we will use the following short-hand notation,
(L(0)| H |v(0)) = (H)(0) = E(6), (4.47)

valid for any possible value of the parameter 8. The variational theorem, thus,
affirms that,

A~ ~

(H)(60) < (H)(0), (4.48)

or, equivalently,
E(6y) < E(0). (4.49)

Note that, since F(8y) is nothing else that Ejy, then
Ey < E(6). (4.50)

In order to find a good approximate value of Ey, we start with a parameterized
state [¢(0)), called the trial or ansatz state, and evaluate the expectation value
(H)(8) = E(8). We do the same for other points in the parameters space & near
6. That is, we compute (H)(AB) = E(AB). Now, since the expectation value of
the Hamiltonian can be thought, mathematically speaking, as a multivariable real-
valued function, F: & — R, 8 — E(6) € R, we can use an optimization device to
compare these results and provide us with the value 8’ € A that corresponds to
the minimum value of E(0) for all @ € AB. We then use this vector and the space
of parameters near it, AB’, to compute (H)(AQ') = E(Aé/). We optimize again
and iterate this process until we find a value (H)(0,) = E(8,) that is as closed to
Ey as required by the nature of the problem (or, more precisely, until we meet the
convergence criteria). Symbolically, we can write this process as follows,

~

(H)(A0) — - — (H)(6.) Z (H)(00). (4.51)

that is, B
E(AO) — -+ — E(6,) Z E(6)) . (4.52)

In optimization theory, this iterative process is denoted by several equivalent nota-
tions,

min (v(6)|H[(0)) = min (H)(0) = min E£(0) = E. 2 Eo. (4.53)

Now that we have properly posed the problem, let us see how the variational
quantum eigensolver tackles it.

Exercise 4.7. Suppose a quantum system with Hamiltonian given by H = Z.
Starting with a generic parameterized state vector |1(6, ¢)), explain in detail how
the variational method proceeds to find the lowest-energy state.

As we said, the VQE is a hybrid quantum-classical algorithm. The quantum
subroutine deals with the preparation of the quantum states and the evaluation of
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the Hamiltonian expectation values. The optimization process is performed by a
classical device (that we will not discuss here).

We assume that any state of the system, [¢/(8)), can be simulated by a multi-qubit
state |Q(0)). In particular, the ansatz state [1)(8)) is modeled by |Q(8)). The latter
is prepared by letting pass n qubits in the state |0)*" = |0) through a parameterized
circuit U(8), N N

U(8)10) = Q(8)) (4.54)

This circuit U (5) is built by combining Pauli gates, single-qubit gate rotations,
CNOT gates, and so on. After this, we need to evaluate the expectation value
of the Hamiltonian. To do this, the Hamiltonian operator is modeled by a linear
combination of Pauli operators. Remember that, in general, any Hamiltonian can
be written as

I:[:ZhAl...AnUA1®---®UAn7 (455)

where the 0 4’s are the Pauli gates X, Y, Z, for A = XY, Z, or the identity operator,
for A =1 (see QC1, equation (4.71)). That is, we measure

=Y 1, (0| UN(B) o, ® ... @04, U(6)]0). (4.56)

The VQE tells us that, from the computational point of view, it is more convenient
to estimate each of the terms with a quantum device,

©O|UT(0) o4, @...004,U(6)]0), (4.57)

and let the sum be done by a classical computer. This process is then repeated for
other parameters in the neighborhood of 0,

O|UT(AB) o4, @ ...® 04,U(AB)]|0), (4.58)

All these results (obtained from the quantum device) are then sent to a classical
optimizer. The optimizer tells us what is the set of parameters that minimizes
this function. The process is iterated until we meet the convergence criteria. In
summary,

mmZhAl {0|UN0) o4, ®...004,U(0)|0) =FE, > E. (4.59)

The above is an overview of the VQE that gives a broad idea of how the algorithm
works. However, there are many aspects of the VQE that were not mentioned and
are crucial to prove its future implementation and possible advantage. Let us men-
tion just a few. Firstly, how do we choose the ansatz state? One way of doing it is
by using conventional quantum chemistry theory. The theory will allow us to deter-
mine a state vector that is as close as possible to the correct ground state. However,
the ansatz state cannot be too accurate either because, if not, the ansatz circuit to
produce it could be too deep. Thus, a trade-off between accuracy and practical-
ity is necessary. Secondly, what is the best way of representing the Hamiltonian?
Above we have used the Pauli operators representation, however, ladder operators
employed in second quantization are also of common use. Thirdly, what about error
correction? NISQ algorithms are intended, by definition, to be run in machines that
are not fault-tolerant quantum computers. But, is it not possible that the countless
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components and integrations between classical and quantum components could ren-
der the computation completely useless due to the high amount of errors produced?
Fourthly, and finally, is it true that the VQE is more efficient than classical algo-
rithms running in modern supercomputers? This has not yet been proved formally
(this is the reason why hybrid algorithms are also known as heuristic algorithms).
All these are current research topics.

4.3 Quantum Cryptography

In modern times, the need for secure communication are manifold. One way to
communicate securely is by encrypting the original message. That is, the text is
modified by the sender according to a set of specific operations and, after transferring
the message through a public communication channel, at the other end the receiver
applies the inverse operations (decodes the message). The set of transformations that
only the sender and the receiver know is what is called a private (cryptographic) key.
In addition to the secrecy of the private key, the key cannot be inferred or obtainable
by any means. It can be shown that, for binary messages, it suffices for the sender
and the receiver to share a randomly generated binary key.

The problem is then to provide the sender and the receiver with the binary key, and
to none else. The easier solution is, of course, to provide both of them with the key
before they separate. However, this is sometimes impractical or simply impossible
to realize in most situations. The question is then: how to distribute securely a
binary key to two parties separated in space?

The first key distribution protocol based on the principles of quantum mechan-
ics was proposed by Charles Bennett and Gilles Brassard in 1984. Several years
later, in 1991, Arthur Ekert suggested an alternative key distribution scheme that
also uses quantum mechanics. These two protocols are part of what nowadays is
known as quantum key distribution (QKD). Formally speaking, QKD is a subfield
of quantum cryptography, a broader research area that studies the encryption and
communication of information in a secure manner.

4.3.1 BB84 Protocol

Suppose that two parties, here denoted A and B, agree on the following communi-
cation protocol,

Fig. 10. BB84 protocol.

a and a’ are binary bits obtained randomly and with equal probability from a trust-
ful source. The double lines indicate that the Pauli X gate and the Hadamard gate
are classical controlled-U gates determined by the values of a and a’, respectively.
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The quantum state that exits from the Hadamard gate of A is,

10) 5 10 @ a) = |a) s

— HY la) . (4.60)
Note that there are four possible states, depending on the values of a and a'.
Exercise 4.8. What are these four states?

Exercise 4.9. Show that
1 N @
(ﬂij 1) ) la) . (4.61)

On the other side of the quantum communication channel, B receives the qubit
H%|a) and applies to it a classical controlled-Hadamard gate determined by another
random generated bit ¥,

CCH

H |a) —— HY(H"|a)) = H" H" |a) . (4.62)

Thus,
e - (5 ()

_ (%;(_1)@)1)% a) = (fz (—1)° ) la) . (4.63)

Exercise 4.10. Write explicitly all these states?

After this, B measures the qubit HY H”|a) in the computational basis {|0), |1)}.
The probability that B measures the state |b) is,

Ps(|b)) —|b|<\/_z >bf@a %
(fz )b% a>|2=%\(2(—1)“>b/@a,|2. (4.64)

B knows, even before any communication with A, that there are two possibilities:
whether «' =V or ' # V. If @’ =V, the state that exits from the Hadamard gate
of B is,

HYH"|a) = |a), (4.65)

and the probability of measuring |a) is equal to
2
PB(|b>) = ’(b|a)| = }5ab|2 = Oab - (4.66)

This result is rather obvious because H? = I and, as stated by the protocol, the
state |a) has equal probability of being |0) and |1). In the event that a’ # ¥/,

HYH|a) = Hl|a) = |(—=1)%) . (4.67)
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That is, the outgoing state is |+) or |—) depending on the value of a. The probability
that B measures |b) is then,

Pg(|b)) = % (4.68)

In conclusion, every time a' = V', the qubit measured by B turns out to be in
|b) = |a). In contrast, when a’ # V', B can measure |0) or |1) with equal probability.

At this point, using a classical channel, A sends to B the value of the random
variable /. If B notices that a’ # b/, then, the result is discarded because the
correspondence between b and a is not unique. However, when o’ = ¥/, the two
parties agree that a = b and this result is kept to generate the shared key.

In order to generate a shared key that is long enough to communicate a complex
message, the above procedure is repeated as many times as necessary. Alternatively,
non-entangled single qubits can be used,

N
oy (T, ®|ak AT R H ) (4.69)

k=1

And, on the other end of the communication channel,

®H“k|ak (COmP ®H” (H%|az)) (4.70)

Exercise 4.11. Complete the argument.

This communication protocol is secure because any third party E between A and
B would inevitably disturb the state of the communication qubit. Therefore, any
deviation from the probability distribution found above would indicate the presence
of an eavesdropper. Finally, it can be proved that the greater the number N, the
higher the probability of knowing if the message was intercepted by a third party.

5 Error Correction and Fault Tolerance

How to detect and correct single qubit bit-flip errors is something we already dis-
cussed in our previous notes. There, we used the standard state vector formalism
of quantum mechanics to describe the effects of the environment on a single qubit.
However, since the qubit is an open system, a more appropriate approach (as you
now know) is the density operator formalism. This is the first thing we do in this
section. After this, we provide an introduction to the mathematics of the stabilizer
formalism as applied to quantum circuits. We then revisit the repetition code for
single-qubit errors, including bit flip and phase flip errors, and conclude with a quick
introduction to fault-tolerant quantum computing (just enough for you to know what
it is about and why it is so important for the future of quantum computers).

5.1 Single-Qubit Quantum Channels

Let us consider an n qubit interacting with its environment (see QC1, Subsection
5.1). We denote by po(t) and p.(t) their respective density operators at time t.
Suppose that initially the environment is in a pure state,

pe(to) = leo){eol (5.1)
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and the qubit is decoupled from the environment. That is, the density operator of
the entire system is

PQe(to) = pq(to) @ leo){eo - (5.2)

As we know, the state operator of the qubit at any moment in time is obtained by
tracing out the environment,

pQ(t) = Tr@t (er(t)) = Tret (U<t7 tO)pQ(tO) ® |€0><€0|UT<t7 tO)) : (53)

The usual convention is to denote the basis vectors of the Hilbert space of the
environment at time ¢ by |e;) = |k)., so we have that

pa(t) = 3~ (KUt to)|eo) poto) (o (KU (2, to) eo))

=" Bipo(to) EY. (5.4)

In the present context, the Kraus operators (see definition in (2.76))
Ey, = (k|U (X, to)leo) , (5.5)

are called error operators. Remember that they satisfy the completeness relation

Y ElE,=1. (5.6)

k

A quantum channel, or quantum map, is a superoperator ®(t,ty) that takes
polto) — pq(t) = ®(t,to)pg(te) = > Erpo(te)EY. (5.7)
k

In this section, we want to apply these general considerations to the specific case of
a single qubit that interacts with its environment. For notation convenience, from
now on we will write p,(ty) = po and p,(t) = p;. Thus,

pr = Z EwpoE] . (5.8)
K

Imagine that every time a single qubit |gy) enters a communication channel, at
the other end we receive a qubit |¢;) = 04|qo), where o, is one of the three Pauli
operators X, Y, Z. The state operator of the qubit we receive is then

pr = 1a){(q| = 04lq0)(q0|00 = Tapoos - (5.9)

Looking at (5.8), we recognize the error operator E, = o,. Now, suppose that
instead of |¢;) = 04]qo), we receive |q;) = co4|qo), where ¢ is a real constant. This
gives the state operator

pr = @) {qt| = coalqo){qo|coa = coapoco, . (5.10)

In this case, the error operator is E;, = co,. The value of c¢ is obtained in the
following two equivalent ways,

1= (ala) = qlof taw0) = ¢ (5.11)
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or
1=) ElE, =c?olo, = . (5.12)
k

It thus follows that ¢ = 1. In fact, ¢® is the probability that the initial state is
affected by o,. More generally,

@) = /1 —pIlqo) + /P alto) (5.13)

where p is the probability that o, acts on the initial state and 1 — p the probability
that it stays unperturbed. The corresponding density operator is then,

pe = |q) (@] = (\/Tp”%) + \/]_?0a|QO>)( 1 —pI{ql|+ \/Z_7<QOUa|)
= (1= p)lgo)(q0| + poalqo){goloa
+ /1= pv/Pla0) (9low + VP /1 = poalao) a0l - (5.14)
Exercise 5.1. Show that the last two terms cancel each other.
This gives,
pr=(L=p)po+p0apoa
= (V1=pD)po(\/1=pI)+ (/poa)po(v/Pa) - (5.15)
We recognize two Kraus/error operators, F; = /1 —pI and Fy = /P Oa
Exercise 5.2. Show that these error operators satisfy the completeness relation.
An example of this, is the bit-flip channel ®x(t,ty) = x. It has 0, = X,
pr = Pxpo = (1—p)po + pXpoX . (5.16)

The question we now want to answer is: how is the Bloch vector of the original qubit
transformed under the action of the bit-flip channel? To this end, we use equation
(2.34), p=1/2(I + B - o), to write both the initial and final state operators py and
pr and then compare the respective values of By and B;. For the bit-flip channel,

pt:%([—FBt'J)
= (1 —p)po + pXpoX
:(1_17)%([“‘]30'0')-1-]0)(%(I+B0~0')X
:%([—{—BO-J—pBO-U—{—pXBO-O'X). (5.17)
Thus,
B,roco=By-0c—pBy-c+pXBy-oX (5.18)

Exercise 5.3. Use this result to show that
Bt O = (Bt)xX + (Bt)yy + (Bt)ZZ
= (By). X + (1 — 2p)(Bo)yY + (1 —2p)(Bo).~Z . (5.19)
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From here it follows that the Bloch vector is modified by the bit-flip channel accord-
ing to,

By— B, = |(B),| = |1-20)Bo),| =|0 1-2p 0 |By. (5.20)

For example, for the initial Bloch vectors,
By=[100]"—B,=[100]",
Bo=[010]"+— B, =[0(1—-2p)0]",
Bo=[001]"+—B,=[00(1-2p)]". (5.21)

Assuming that p < 1/2, then 0 < 1 — 2p < 1. We note that the bit-flip channel
contracts the y and z components of the Bloch vector associated to a single qubit
(the length of the x component does not change).

Exercise 5.4. Work out the details for the phase-flip channel (o, = Z), as well as
for the bit-phase-flip channel (o, =Y).

5.2 Stabilizers Circuits

Let |g) represent the state of a single qubit, |¢) € H, = C?. As we saw in QC1, Box
4.3, any unitary transformation U on a single-qubit state vector |¢) can be written as
a linear combination of elements of the single-qubit Pauli group P; = {o4; %4, +1},

where A =1,X,Y,Z. That is,

U= asoas. (5.22)
A

In general, of course, a state vector |¢) € H, will change under the action of an
operator U, Ul|q) # |q). However, there are some specific vectors |q)s € H, that are
left unchanged by some transformations Usg,

Uslg)s = lg)s - (5.23)
In algebraic jargon, we say that Ug leaves |q)s “fixed” or that Us “stabilizes” |¢)s.

Exercise 5.5. What are the state vectors in H, that are stabilized by X, Y and
Z? Show that these vectors are unique. Conversely, show that X, Y and Z are, in
fact, the only operators that stabilize these vectors.

Exercise 5.6. Provide a visual representation of the previous exercise in terms of
the Bloch sphere.

Consider now a two qubit |g2) € H,, = C*. Any unitary transformation U on the
two qubit will be written as a linear combination of elements of the 2-qubit Pauli
group Py = {04; +i, £1}®2

U= asposos. (5.24)
A.B
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In general,
Ulgz) = ZGAB 0A0B Z@ij‘i>|j> = Z Z@ABUAW oplj) - (5.25)
A,B irj AB i

Again, some two qubits will be modified by some unitaries, some will not. If

Uslgz)s = |g2) s, (5.26)

we say that Ug stabilizes |g2)g. For example, the two qubit |00) is stabilized by the
set of operators {I I, ZI1,1Z,ZZ} and |[++) by {II,XI,1X,X X}. Note that
the sum of two or more operators that stabilize a qubit does not stabilize it. By
convention, we will only consider operators that are products of Pauli matrices and
the identity,

MABZO'AO'B, (527)

for some A and B.
Exercise 5.7. Show that | + 0) is stabilized by {I [, X I, I Z, X Z}.

Exercise 5.8. Show that the sets of operators that stabilize |00), |[++) and | +0)
are, each of them individually, subgroups of the Pauli group Ps.

Before moving to higher qubits, let us find some operators that stabilize the Bell
states |B;;) € Hy =2 C*, where 4,5 = 0,1,

1, -
185y = Z500) + (=17[1)] . (5.28)
(See QC1, equation (4.64).) Since X|i) = |i),
1, .
XX|8) = 2= [I17) + (<10 )]
_(_1>j_jg Z'——ju
=7 [(=1Y[13) +108)] = (=1)]8;) - (5.29)

Recalling that (with ¢ = +/—1),

Ylj) = (=1)il5),

VIj) = (~1/3 ) = (~1)*4 |j) = —(= 1)) (5.30)
we get,
Y Y1) = = [ (=DHIR) + (—17(=1)§ 0)(~1) (- 1)¥% 1]
— _(\;51) [11E) + (=1)7|0 k)] = —(=1)*"|By;) - (5.31)
Finally, since Z[i) = (—1)"]7),
2 208} = = I0)(=1)10) + (<17 (~DID(-1))]
= g+ o) = o). e
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That is, a Bell state |3;;) is stabilized by the following operators,

(17X X]18;) = 18i3) (5.33)
[ = (1) Y]18y) = 1By) (5.34)
[(=1)'Z Z]1By) = 1Bi5) - (5.35)

Exercise 5.9. Show that the operators 11, X X, Y'Y and Z Z commute between
them.

Exercise 5.10. Show that the operators in each of the sets of Exercise 5.8 commute
between them.

For three qubits, the situation is similar. Any three qubit |g3) is stabilized by a
product of sigma matrices and the identity,

Magpclgs) = oaopocles) = |gs) (5.36)
for some A, B and C.

Exercise 5.11. Find the operators that stabilize the GHZ state 1/v/2(|000) +
[111)).

We generalize to n qubits as follows. For any n qubit |g,) € H,,, there are
operators My, 4, in the n-qubit Pauli group P, = {o4; i, £1}®" that leave the
qubit unchanged,

Ma,..a,lq0) = 04y - 04,]G0) = ldn) , (5.37)

for some Ay, ..., A,. In other words, |¢,) is an eigenvector of My, 4, with eigenvalue
one. The set of all these operators form a commutative subgroup of the n-qubit Pauli
group known as the stabilizer group of the n qubit |q,),

{MA1~--An} = 8(‘(]71)) C Pn. (5.38)

Each operator in the stabilizer group, My, 4, € S(|qn)), is called a stabilizer oper-
ator or simply a stabilizer .

Exercise 5.12. Justify why they form a subgroup of P,,.
Exercise 5.13. Why is it that (Ma, a,)* = I,,?

That every stabilizer group is commutative is also easy to show. Suppose that M;
and M, are two stabilizers of the n qubit |g,). We must then have

My Ms|qn) = My(Ms|gn)) = Milgn) = |gn) , (5.39)
My Mi|gn) = Mz(Milgn)) = Ma|gn) = |an) - (5.40)
That is, for any two stabilizers M; and M,,
M Mslqn) = MaMi|gn) - (5.41)
Assuming that |g,)s is not the null vector, we conclude that
My, M3] =0. (5.42)

If we consider several qubits in H,,,, each with its own stabilizer group, the common
elements of these stabilizer groups form a stabilizer code. A stabilizer code is, thus,
the set of operators in P, that stabilize the subspace spanned by these qubits.

23



Exercise 5.14. What are the stabilizer codes of the subspaces spanned by the
vectors given in Exercise 5.87

Now that we know how to apply the stabilizer formalism to qubits, we want to
show how it is used to describe the gates of a quantum circuit. Suppose an n qubit
with stabilizer M,

M|gn) = |an) - (5.43)
If the qubit |g,) enters a gate U, at the other end will exit the qubit

U‘Qﬂ) = UM|‘]n> = UMUT(U|qn>)' (5'44)

That is, when the incoming qubit |g,) is stabilized by M, then, the outgoing state
Ulgn) is stabilized by UMUT.

This indicates that instead of analyzing a quantum circuit by referring to the
evolution of the input state as it moves through the circuit, we can equivalently
describe it by the evolution of the stabilizer.

For example, instead of |0) LN |+), we can use Z X

[ 17
0) —{ H}—I+) 7 —Jn—x

Fig. 11

Similarly, we substitute |0) RA 11) by Z s —Z,

0) —Y F—i1) z—y— -z
Fig. 12

Exercise 5.15. Show that the state vector description |+) s 8 |+) is equivalent
to X ~25 Y in the stabilizer formalism.

Now, to produce entangled states, we need multi-qubit gates and they too have to
be represented in the language of stabilizers.
Recall that a generic controlled-U gate transforms

[i)|7) 2 [i) U°15) (5.45)

where [i) is the control qubit and [j) the target qubit.

|#) L |#)
1) U U*15)

el

Fig. 13. The controlled-U gate.

Since the control qubit |i) can be |0) or |1), it will be stabilized by Z or —Z,
respectively. Denoting these stabilizers by (—1)"Z, and using a similar for the target
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qubit, we have that the incoming state is stabilized by (—1)'Z @ (—1)?Z. On the
other side of the CU gate, we have that the upper qubit remains unchanged so
its stabilizer is still (—1)*Z. The lower qubit, though, is transformed according to
U'lj). But, as we saw in (5.44), if the qubit |j) is stabilized by (—1)7Z and it is
transformed by the unitary U?|;), the new state will be stabilized by U*(—1)/ ZU*.
The stabilizer representation of the CU gate is thus,

(—1)iZ(-1Y ® 2 —2s (~1)Z @ U (-1) ZU'" | (5.46)
For example, for a CNOT gate, where U = X,

CNOT

(-1)'Z®(-1)7Z (1) ZeX'(-1)YZX". (5.47)

We can check this result by looking at the following equivalence between the state
vector and stabilizer formalism,

10)]5) 25 10Y]5) Z@(=1y7 <N, 7@ Xi(—1) ZX"
11)]5) ——2Ls 11)]5), —Z® (-1 2+ Zze X(-1)ZX. (5.48)

Exercise 5.16. Check this result by considering all possible cases.

As a final example, consider again the gate that creates the |5y) state,

10)
18o)
0)

U

Fig. 14. Reproduction of Figure 1.

At every step of the process the initial state changes as follows,
1
100) —2L —5(100) +[10)) = | +0)

cnor 1

75(00)+111)) = |50). (5.49)

In the stabilizer representation,

CNOT

7279 X 7, y X X . (5.50)

Exercise 5.17. Repeat this for the general Bell state |5;;).

If you remember, at the beginning of our discussion on stabilizers we said that
the two qubit |00) was stabilized by the set of operators {I [, Z 1,17, Z Z}. But
in (5.50) we only have Z Z! The natural question then is: where did the other
stabilizers go? The same can be said about the states | +0) and |5y), with stabilizer
groups {I I, X 1,17, X Z} and {I 1, X X,Z Z}, respectively. How do we take into
account all the other group elements? One obvious way would be to write,

(U1,21,12,22 322 (11, X 1,12, X 23 -2 (11, X X, 2 Z} . (5.51)
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However, we can use the fact that stabilizers form a commutative group to only
indicate the group generators. For example, since

[T=ZIZI), ZZ=ZDH{IZ), (5.52)

we only need the operators Z I and I Z to generate the group {[ [, Z 1,1 7,7 Z,}.
Similarly,
IT=(XD(XI), ZX=(XIDI2), (5.53)

and, thus, we pick the operators X I and I Z to generate the stabilizer group
{II,X 1,17, X Z}. Finally, for {II,X X,Z Z} we pick X X and Z Z because

I1=XX=22. (5.54)

Thus, the process that creates the |5y) state can be represented in the form

(z1, 12y 22 (x 1120 R (X X, 2 7y (5.55)

Exercise 5.18. Reproduce a similar argument for the CU gate discussed above (in
particular, the CNOT gate).

5.3 Stabilizer QEC Codes

Having established how the stabilizer formalism describes quantum circuits, our next
task is to explain how it can be used to detect and correct errors that can occur
during the transmission of a qubit. We first examine the three-qubit repetition code
for bit-flip errors discussed in QC1, Subsection 5.4.
The first step is to create identical copies of the single-qubit basis states |0) and
1) of H, = C?,
i) — |iyp =i i d). (5.56)

The initial single qubit |¢) in H, = C? then becomes a three qubit |¢); in an
extended Hilbert space H,, = C® (the so called logical qubit Hilbert space),

gy = > ili) — 3 aili)y = 3 ailiii) = o). (5.57)

The fact that a bit-flip error can occur to any of the three physical qubits is taken
into account by considering the following state vector,

9)p — |q) s = Zam i)+ Zaﬁz’i) + Zaimw + Zai]i ii).  (5.58)

With the help of two ancilla qubits, each physical qubit is passed through a CNOT
gate to measure the error syndrome and correct the qubit that has been flipped.

The stabilizer formalism approaches the problem of correcting bit-flip errors dif-
ferently. The error syndrome is measured by gates that act on the physical qubits,
without the need of any ancilla qubit.

Consider a generic vector |i j k) of (5.58). Suppose we let it pass through the gate
Z 71,

ZZIijk)y=(=1)")ijk). (5.59)
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We take note of the result. The eigenvalue of Z Z [ is 1 when ¢ = 7, in which case the
outgoing state is |7 i k), and is equal to —1 when ¢ # j, in which case the outgoing
state is |i 7 k). We now take this qubit and send it to a I Z Z gate. In general,

I1ZZ)ijk)= (=17 k). (5.60)

Again, the eigenvalue of the operator I Z Z can be plus or minus one, depending
of the values of 7 and k. It is 1 when j = k£ and —1 when j # k. We then have
four possibilities: ¢ = j followed by j = k or j # k, and 7 # j followed by j = k or
j # k. Only two of these possibilities correspond to errors that have to be corrected
(1 # j followed by j = k and i = j followed by j # k). To illustrate how this works,
consider the following scenario. If we measure 1 for Z Z I, then we must have i = j.
Since we are considering only one bit flip at most, this means that there is no error
in the first and second qubits. Suppose we then measure —1 for I Z Z. This means
that j # k. But, in the first measurement we found i = j, thus ¢ = 7 # k. We
conclude that the third qubit has been flipped and we must correct it by applying
a I I X gate. Finally, note that, since Z Z I and I Z Z commute, we can first apply
Z Z I and then I Z Z, or vice versa. The final result is the same.

Exercise 5.19. Repeat the previous argument for the other cases.
Exercise 5.20. How do you detect if the first or third qubits have been flipped?

Suppose that instead of a bit-flip error, the transmitted qubit undergoes an unex-
pected phase flip, that is,

|9) = a0[0) + 1) == a0|0) — au[1). (5.61)

We would like to be able to correct these types of errors. For simplicity, suppose
that the initial qubit is one of the Hadamard basis states, |+) or |—). A phase-flip
error will then be

1 1
V2 V2

Thus, a phase flip |[£) + |F) is somehow equivalent to a bit flip |i) + [|i). Since
Xli) = |i) and Z|i) = (—1)Z|i), and, on the other hand, Z|£) = |F) and X|+) =
+|+), we conclude that we can use the previous argument of bit-flip errors to correct
phase flips. We only need to change ZZ 1 and I ZZ by X X I and [ X X. Let us
see this in more detail.

The three-qubit repetition code for phase-flip errors begins with the following
logical computational qubits,

+) (10) £ 1)) — —=(10) 1)) = |+) - (5.62)

0)— 0=+ ++),  Hr—=[o=]--—). (5.63)

The logical qubit is then,

(R SR )

g)r = E
= = DI (1 (1)), (564
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Exercise 5.21. Design the circuit that creates the logical computational qubits.

If by chance a phase flip occurs in (5.64), for one of the three qubits we will
have |+) +— |F) or, equivalently, [(—1)") — |(—1)""!). Note that this is completely
analogous to a bit flip in (5.57). Thus, the phase-flip error syndrome will be detected
applying the gates X X I and [ X X (in whatever order you prefer because they
commute). Once the error has been detected, the phase is restored by applying a Z
gate to the appropriate qubit.

Exercise 5.22. Repeat everything we did above for the detection of bit-flip errors,
but now for phase-flip errors. Be careful with the notation.

To conclude, let us see how the stabilizer formalism applies to Shor’s nine-qubit
code. This is a code that corrects any possible error that could occur to a single
qubit, not only bit-flip or phase-flip errors. Since we have already shown that phase
flips are equivalent to bit flips, for brevity, let us consider only the bit flip error. In
this case, the logical computational qubits are prepared as follows,

0) 10z = (J0 0 0) + |11 1)), (5.65)
1) — 1), = (J000) — |1 11))%2. (5.66)
Or, in more compact notation,

(1000) + (=1)"[1 1 1)**

(Seviiin)”

7

(30705 20) (0 k) (X 0"n) . (G.67)

i

i) — li)s

Note that we have extended the space from H, = C? to H,, = C* = C2,
Exercise 5.23. Design the circuit that creates the logical computational qubits.

The logical qubit is then

=3 ou( 3107133 ) (DMK kW) (D (-0 1D). (.68

(2 7 7 3

Suppose now that a bit flip occurs, for example,
e = a( 0170 (kR (D). 6569)

We detect it simply by letting the qubit pass through a (Z Z I) I®3 I®3 gate, take
note of the eigenvalue (that is, if we measure plus or minus one) and then let it
enter a (I Z Z)I®3I®3 gate. The procedure is the same as above. Errors in the
other qubits are detected in a similar way.

Exercise 5.24. Write down the gates needed to detect other bit-flip errors.

o8



For phase-flip errors, we use Hadamard gates to prepare the logical qubit in the
state

)= o (3 (DI1Y (1) (1))

(DM DR (0 (08 (D D (0 -h) . (6.70)

i

Error syndromes are detected by using gates made of products of Pauli gates such
as, for example, (X X 1) I®3 %% and (I X X) I®3 I®3. The error, if any, is corrected
by applying the Pauli gate Z to the qubit whose phase was changed during the
transmission. In our example, the gate is (I Z I) I®3 [®3.

Exercise 5.25. Provide all the details to complete the above argument.

5.4 Fault-Tolerant QEC

Fault tolerance is based on the realistic projection that future quantum computers
will not be perfect and errors will certainly occur during the computational process.
The goal of fault-tolerance quantum computing is to develop a complete set of pro-
cedures to ensure that the results obtained by using imperfect quantum computers
are nonetheless reliable. The quantum circuit must, then, be designed so that in
case there is an error in the middle of the process, the error is promptly corrected
and does not propagate uncontrollably to other components of the circuit. In other
words, the goal of fault-tolerance quantum computing is to keep errors under control.

In the previous section we saw how the repetition code protects a single qubit from
undesirable bit and phase flips. But, we have not discussed how the logical qubit,
which is created to protect the single qubit during transmission, transforms when it
enters a gate. These gates, as well, have to be designed so that they mitigate the
errors and they do not propagate inside the circuit. Finally, the circuits built to
correct errors are also prone to errors and these have to be corrected too.

This will be the subject of future notes.
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1 Introduction

The potential applications of quantum computing to finance are many and, more
importantly, they seem to be just around the corner. Rightly so, in recent years
a growing number of survey papers have been published reviewing the state of the
field. These articles, though, have been written for the expert and are difficult to
read for the uninitiated. The purpose of the present notes is precisely to provide to
professional physicists and engineers, as well as students, with only some elementary
knowledge of undergraduate mathematics and intermediate quantum physics, the
necessary theoretical background to understand these review articles as well as to
provide an entry point to the specialized research literature.

You may think that in order to apply quantum computing to financial problems,
a sound knowledge of both subjects, quantum physic and finance, is required. This
is certainly true if you want to have a broad and deep understanding of the subject,
however, our goal here is more humble and we limit ourselves to basic results of
quantum computing as applied to portfolio optimization. Even this simple purpose,
though, requires a background knowledge in areas not usually covered in standard
physics curricula. This is the reason why, in contrast to more advanced survey
papers, we review optimization theory in some detail as well as the basics of modern
portfolio theory.

The paper is organized as follows. We start in Section 2 with a quick overview of
quantum computing. For a more complete introduction, check my two companion
review articles in the Bibliography. In Section 3, we provide an introduction to
optimization theory. Since this is a vast subject with many practical applications,
we focus only on the concepts needed for portfolio optimization. In Section 4, we
define a financial portfolio and explain what it means to optimize it. In Section 5, we
put into practice everything learned so far and explain how quantum computers can,
in principle, help optimize investment portfolios. It should be noted that Sections
2, 3 and 4, with the exception of Subsection 4.3, are independent from each other
and can be read in any order.



2 Quantum Computing Review

In few words, quantum computation is the quantum mechanical way of solving a
computational problem. That is, quantum computation uses the principles and
mathematical formalism of quantum mechanics, such as state vectors, unitary op-
erators and measurements, to arrive at the logical conclusion of a certain compu-
tational problem. A quantum computer, on the other hand, is the physical device
that realizes the quantum computational process we are interested in. For decades
it was thought that the only machines that could ever be able to perform quantum
computations were quantum computers built exclusively with quantum components.
In this section, we will see that this is, in fact, no more true. Nowadays, experts
believe that the first machines that will improve upon classical super computers will
be hybrid devices made of quantum and classical parts working in tandem.

This section is organized as follows. In Subsections 2.1 and 2.2, we review some
basic concepts of quantum computing, in particular, the circuit model of quantum
computation and the importance of error correction. Subsection 2.3 is meant as
a preliminary introduction to the hybrid quantum-classical computational models
mentioned above.

2.1 Main Concepts

I have already provided a rather exhaustive introduction to quantum computing
in QC1 and QC2. If you find the following discussion too short, take a look at
these papers or the corresponding literature. However, be assured that we will not
need everything discussed there. The following review emphasizes only the main
theoretical ideas of quantum computing and the practical difficulties scientists face
when trying to implement these ideas in the laboratory.

Let us start with the most basic concepts. A model of computation, broadly
speaking, is the logical way to proceed given some basic elements and instructions.
More precisely, a model of computation is defined by a set of abstract objects and
a set of elementary operations on these objects. An algorithm is a sequence of
precise instructions within a model of computation, created specifically to solve a
computational problem.

For example, the Boolean or binary model of computation is based on the so called
Boolean algebra. In a Boolean algebra there are only two elements, conventionally
denoted by 0 and 1, and three elementary operations, called NOT, AND and OR. If
we denote any two arbitrary elements by 7,7 = 0, 1, and use the standard notation
of the arithmetic system, the elementary operations are defined as follows,

NOT (i) =NOTi=i=1—1, (2.1)
AND (i,j) =i AND j = ij | (2.2)
OR(i,j) =iORj =i+ j—ij. (2.3)

In the context of computer science, an element ¢ of the Boolean algebra is known as
a binary digit or bit, for short. The elementary operations are called Boolean logical
gates.

Exercise 2.1. Work out explicitly the action of each logical gate on the bits 0 and
1.


https://arxiv.org/abs/2306.09388
http://bit.ly/ozapataQC2

A Boolean circuit is a sequence of Boolean logical gates. As is usually the case for
electric circuits, Boolean circuits are often represented visually by circuit diagrams.
Since every Boolean circuit is a deterministic process (because the action of each
individual gate is, in fact, deterministic), we have that for every string of bits that
enters a Boolean circuit (the input), there is a unique string of bits that exists it
(the output). Any Boolean circuit, hence, defines a unique Boolean function. The
reverse problem is also interesting: given a Boolean function, what is the Boolean
circuit that realizes it? In this case, though, it can be proved that the circuit is not
unique. For instance, some circuits may contain more logical gates than others. A
circuit that can solve a problem with the less logical gates than others is said to be
more efficient.

The analysis of the depth (size) and complexity of a circuit, that is, the number
of gates employed to performed a computation, is called circuit complerity. For
example, it decides whether a problem can or cannot be solved by certain model
of computation. In addition to studying theoretical problems, circuit complexity
is also of mayor practical importance. Suppose that, for example, the NOT gate
we have built sometimes gives the wrong result. That is, when the bit ¢ enters our
NOT gate, on the other side sometimes we read the same bit ¢ instead of i. This
is known as a computational error. If we use many of these faulty NOT gates in
a circuit, the risk is that the error propagates through the circuit, giving, possibly,
a wrong computational result. Obviously, the deeper the circuit, the greater the
probability that the final computational result will be wrong. It is, thus, crucial to
know the level of error that an algorithm can tolerate. Since errors are unavoidable,
it is obvious that this posed a serious concern in the earlier stages of our modern
digital era.

Fortunately, by the mid-20th century, physicists have already discovered the elec-
tronic components needed to built reliable machines based on the binary circuit
model of computation. They discovered that they could build large computational
devices whose components were in one-to-one correspondence with the Boolean al-
gebra. They are what we call today digital computers or, simply, computers. The
solution of any computational problem was thus reduced to the following steps: 1.
translate the computational problem to an equivalent Boolean function, 2. find the
instructions, that is, the algorithm, that solves it, 3. wait for the machine to do its
job. It was believed that, thanks to digital computers, the solution to any solvable
problem was just a matter of time. The purpose of practical computer science was
then to discover more efficient algorithms and more powerful computers.

The quantum model of computation is a completely different logical system. In
contrast to the binary model of computation, the fundamental ideas of this model
are based, as its name indicates, on the principles of quantum mechanics. Basically,
in quantum computation, we do not deal with two different set of objects, say ones
and zeros, but with their linear superposition. Instead of bits, we now have qubits
(quantum binary digits). Moreover, the quantum logical gates are unitary transfor-
mations on qubits. A quantum circuit is a sequence of quantum gates connected by
quantum channels by means of which the qubits are transferred. As in any quantum
experiment, at the end of the quantum circuit, there is a measurement. According
to the postulates of quantum mechanics, when a qubit passes through a quantum
gate or circuit, in general, there is no certainty about the result of the measurement.
In other words, the result is probabilistic and not deterministic as in the binary
(classical) case. A quantum algorithm is a specific set of prescriptions, including
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the initial qubit, the arrangement of gates and the appropriate measurements at
the end, intended to solve a computational problem. All these concepts are at the
heart of a contemporary scientific paradigm known as the quantum circuit model of
computation. The purpose of this model, at least for those scientists interested in
the physical applications of the theory, is the development of the machines that will
implement this model. These devices are the so called quantum computers.

Let us see in more detail some of the basic components of the quantum circuit
model of computation.

A single qubit is the simplest element of this model. If we denote by |0) and |1)
the two classical states 0 and 1, any single qubit |¢) will be a liner superposition of
these states,

a) = a0 [0) + o 1) = Zaz , (2.4)

where ag and «; are complex numbers. The states |0) and |1) are called the compu-
tational basis states. Quantum mechanic affirms that the probability of measuring
the single qubit |g) in state |z) is |a]?.

An n qubit is, in general, an entangled state of n single qubits. It is expressed as

follows,
= > ai, line i) (2.5)

where every bit 41,...,1, in the string 4, ...4, takes the values 0 and 1 and the
coefficients «y, ; ’s are complex numbers. Note that some states of the n qubit are
not entangled. For example, the following product states are non-entangled states,

i) = [§)®" . (2.6)

A quantum gate is a unitary transformation on an input qubit. For instance, a
single-qubit gate is a unitary transformation on a single qubit,

lg) — Ulq) = Za Uli) , (2.7)

where, by definition of unit operator, (¢'|UTU|q) = {¢'|q). Examples of such single-
qubit gates are the Pauli gates,

X0y =1,  X[1)=]0), (2.8)
Y0) =1:]1), Y1) =—il0), (2.9)
Z10)y = |0) , ZIy=—-1)=¢€"1) . (2.10)

Exercise 2.2. Is it clear for you why the X gate is the quantum analog of the
classical NOT gate?

Exercise 2.3. Write in a compact form the action of the Pauli gates on general
single qubits.

The Pauli gate Z is a special case, when ¢ = m, of the relative phase gate (phase

shift gate),
P(¢)|0)=10),  P(¢)[1) =e?[1). (2.11)



Each of the following operators, known as rotation gates, is a single-qubit rotation
of 6, radians about the a axis,

R,(0,) = cos(6,/2)] —isin(0,/2)o, , (2.12)

where [ is the identity operator and o,, with a = z, y, z, is another notation for the
Pauli gates (0, = X, 0, =Y and 0, = 7).

Exercise 2.4. Under which physical conditions is correct to say that R,(m) = X7

In general, for an n-qubit gate acting on an n qubit,

Q) — UQ) = Y i, 5, Ulir...in) (2.13)

i17'~-7in

with UUT = I,,.
The CNOT gate is an example of a two-qubit gate,

CNOT i j)=ij®i), (2.14)
where the symbol @ denotes the binary sum, j @i = (j + i) mod2.
Exercise 2.5. How does a CNOT gate act on an arbitrary two-qubit?

Any unitary transformation, it can be shown, can be approximated by a finite
quantum circuit (that is, a circuit made of a finite number of quantum gates),

Furthermore, just as any classical circuit can be decomposed into a sequence of
NOT, AND and OR gates, any quantum circuit can be thought of as a composition
of a finite number of elementary quantum gates. Any such finite set of gates is called
a set of uniwversal quantum gates. For example, the rotation gates, the phase shift
gate and the CNOT gate, together form a universal set of quantum gates.

In quantum mechanics, any physical measurement is associated to a Hermitian
operator called an observable, M = M. Because the Pauli operators, as well their
tensor products, are Hermitian,

0o =0, (2.16)

Oay - Oay = (Oa, ...UaN)T, (2.17)
they are often used to express any measurement performed on a quantum circuit.
Since, in general, a measurement has an unpredictable effect on a quantum system
(in contrast to classical systems where the effects of a measurement are insignificant),
the measurement is an integral part of the quantum computational process. This
is why we must always specify the measurements to be performed at the end of a
quantum circuit. The outcomes are then probabilistic instead of deterministic.

After this quick survey of both the binary and quantum models of computation,
you may be asking yourself: why do we need quantum computers if we already have
classical (digital) computers which have been shown to be extremely reliable for
solving most practical computational problems?



There are two main reasons to believe that, in some instances, quantum computers
will supersede classical computers. The first reason is that quantum computers may
solve problems much faster than classical computers. This is what is meant when it
is said that quantum computers will be more “efficient” or “powerful” than classical
computers. In practical terms, this means that, eventually, quantum computers
will be much smaller (less complex) than classical computers built with the same
computational purpose in mind. The second rationale behind the growing interest
in quantum computing is that quantum computers will probably (there is no formal
proof of it) be able to solve computational problems that classical computers are
incapable to solve. That is, scientists expect them to solve problems that even the
most powerful digital computers we can imagine cannot solve.

2.2 Computational Errors and Fault Tolerance

It is expected that future quantum computers, at least in the earlier stages of de-
velopment, will not work exactly as described above. In other words, they will be
prone to computational errors. The control of the propagation of these errors is a
critical task in the progress toward a reliable quantum computer.

At the beginning of the modern digital era, digital components were also far from
perfect and there was a need for error correction, that is, methods for detecting and
correcting errors in the computational process. Nowadays, however, electronic com-
ponents are so accurate that the probability of a computational error is insignificant
and so there is no need for error correction.

One of the reasons why quantum circuit components are so unreliable is that it
is very difficult to isolate them from their environments. In fact, these interactions
are so drastic that they destroy the quantum mechanical behavior of the circuit ele-
ments. This effect, very well-known in quantum mechanics, is known as decoherence.
This destructive effect of the environment has compelled physicists and engineers
to develop new techniques to mitigate the influence of external factors on circuit
components. On the other hand, theoretical physicists and computer scientists have
invented procedures to detect and correct the various types of errors that may occur
to these “noisy” quantum computers.

As an example of a concrete way experts have created to cope with decoherence,
consider the bit-flip error that may occur in the propagation of a qubit from one
gate to the other.

In the classical case, a bit flip is the only possible error, i — 7. In order to protect
it, we copy it and send several identical copies of it. That is, instead of 7, we send
iii. If one of the bits is flipped, for example, if we receive ii instead of iii, we
measure the three bits, detect that the second has been flipped and then correct it.
The whole process can be summarized as follows,

encode ... send (error occurs) .~ . detect . correct . .. decode

> 101 > 1010 Qi ) (2.18)

Note that this method would not work if several errors could occur simultaneously.
In fact, the majority voting strategy we just used will “correct” the wrong bit. For
example,

encode ... send (errors occur) .=~ detect . correct —~—=—= decode

Qi XL Qi1 X (2.19)




By repeating the initial bit many more times and assuming that the probability that
an error occurs is very small, this correction procedure is completely reliable.

The bit-flip quantum repetition code is similar. However, there are some funda-
mental differences. Similar to the classical case, instead of sending one single qubit
lg), we send a three qubit |¢);,

2
Z Oél . encode >L _ Z o |Z i ’l) send (220>
=1

To distinguish |¢); from the the initial qubit |g), the former is called the logical
qubit and each of the state vectors in |i) |i) |i) are the physical qubits. Now, in the
process of transmitting the qubit, errors may occur. In our example, suppose that
it is a bit flip. For the initial single qubit |¢) this would have meant

Zaz —>Zaz : (2.21)

however, since we are sending a logical three qubit, the error can now occur in any
of the three physical qubits. Suppose that it is the second physical qubit which is
flipped,

Z ozz encode ’ L= Z o ’7, Zi send (error occurs) Z o |Z ; Z (222>

The detection and correction of an error in a qubit is not as simple as in the classical
case. In fact, we can measure a classical bit an leave it almost undisturbed. However,
according to the principles of quantum mechanic, the measurement of a qubit will
project it along one of the observable states. To avoid this, we perform a parity
check. 1 already explained how to do this in QC1, Subsection 5.2, and I will not
repeat it here. After the identification of the error, we correct it and recover the
initial qubit. The entire process can be summarized as follows,

X encode 2 L send (error occurs) 2 =
Zal >L:Zai|2“> ,Zai|zzz>
i=1 =1

2

parity check’ correct decode .
Zazhm Zaih):\q)

=1

Other types of errors can occur and similar procedures have been created to detect
and correct them. In addition to these errors related to the transmission of qubits,
gates can also produce errors. Imagine, for example, that you expect a qubit |i)
to exit a gate but instead the qubit |i) exists it. What is worse, a qubit that is
transferred through a noisy channel can enter a faulty gate. If the two errors add
up, the final qubit could be unrecognizable. Thus, if we do not pay attention, the
errors can propagate throughout the circuit, making the final computation unusable.

Finally, since the error correction process, that is, the encoding, detection and
correction of errors, is done also by quantum devices, the latter will inevitably create
additional errors. Error correction, hence, implies larger quantum computers and,
thus, a higher probability that the computational result will be incorrect. However,



it has been proven that, under certain conditions, correction codes can make the
computational error as small as desired. A fault-tolerant quantum computer is a
quantum computer built such that the errors occurring in the logical qubits at every
stage of the process are corrected along the way so that the final computational
result is reliable. This, however, is still too far out in the future.

2.3 Hybrid Quantum-Classical Algorithms

For years it was thought that quantum computers had to be built exclusively with
quantum components. This seemed obvious: given that we wanted to demonstrate
the superiority of quantum over classical computation, the quantum device had to
be purely quantum. The main obstacles in front of this ideal goal were, and still are,
the development of new hardware (less noisy) and the invention of the appropriate
quantum error correcting codes. This future situation is known as the fault-tolerant
quantum era.

However, in recent years, scientists have accepted that fault-tolerant quantum
computers will not be available any time soon. They started, then, to look for more
realistic algorithms that could be implemented in near-term quantum computers,
characterized by a moderate amount of noise and a relatively small number of qubits
and gates. This is the moment we are living right now and is called the Noisy-
Intermediate Scale Quantum era (NISQ era). According to the experts, we will stay
several years (even decades) in this stage of development of the quantum technology
before reaching fault tolerance.

The algorithms they expect to be implemented in the near term are the so called
hybrid quantum-classical algorithms. They combine a quantum and a classical part.
The quantum part tackles a problem that has been proven to be hard for classical
computers while, on the other hand, the classical computer performs an easy task.

The wvariational quantum algorithms (VQAs) we will discuss in these notes are
NISQ algorithms, that is, hybrid quantum-classical algorithms devised to prove
quantum advantage (practical quantum supremacy) in the near future. Since many
problems, not only in physics and chemistry but also, as we will see in the last
section, in finance, have a common basic structure, the techniques proper to VQAs
can be applied to a wide variety of situations.

It is common to hear that some variational quantum algorithms, in particular the
quantum approximate optimization algorithm (QAOQ) we will present below, are
heuristic. By this it is meant that even though there is so far no rigorous proof
that they are more efficient than the known classical algorithms, there are good
theoretical reasons to be optimistic. The promise is that future results may show
their advantage. The implementation of these types of algorithms, though, may
turn out to be trickier than expected by some of the most enthusiastic supporters
of these models.

With this brief introduction to quantum computing, let us now cover everything
we need to know about optimization theory to fully understand the QAOA.



3 Elements of Optimization Theory

Optimization theory is a vast topic with many applications in pure science, engi-
neering and finance. In this section, however, we content ourselves with a brief
introductory discussion of the main concepts and techniques needed for the opti-
mization of financial portfolios.

The basic idea of optimization is easy to understand. Suppose that you are given
a real-valued function that depends on a set of parameters and you are asked to find
the values of the parameters that minimize the given quantity. That is, provided a
real-valued multivariable function, the goal is to find the values of the independent
variables that correspond to the minimum, or maximum, of the function (we will
discuss below the possibility of multiple minimums and maximums). Sometimes,
the independent variables are subject to additional conditions, making the problem
even more difficult. Why the function to be minimized depends on the variables
the way it does or why the variables are restricted to some set of values and not
others, has to do with the particular problem we want to solve. Because of the
complexity and diversity of the problems, different methods have been developed to
tackle different sorts of optimization problems.

We start with the simplest case, the optimization of a differentiable real-valued
function on a single variable, something taught in every elementary calculus course.
Remember that the points where the first derivatives vanish are the critical points
and the second derivatives determine whether these points are minimizers, maximiz-
ers or points of inflection. In principle, this is all we need to optimize a differentiable
real-valued function on a single variable. However, for algebraic reasons, in most
cases the solutions are difficult if not impossible to compute exactly. This is the
reason why numerical methods and computer programs are often necessary. Some-
thing similar, but more difficult, happens with multivariable real-valued functions.
The formulation of an optimization problem is relatively simple, the real difficulty
is solving it.

Let us begin by reminding some basic definitions. Given the differentiable function
f: I CR—= R, z~— f(x), where I is an open subset of the real line, a critical point
x. of fis a point in I where

Of(x)

Ox
There are two types of critical points: optimizers, that we denote by x*, and non-
optimizers. Additionally, an optimizer can be a minimizer, T,;,, or a maximizer,
Tmaz- These are the points where the function attains a minimum or a maximum,
respectively. To determine whether a critical point is a minimizer or a maximizer,
we use the second derivative test. It states that, if the second derivative at a critical
point is positive, then the critical point is a minimizer,

~0. (3.1)

82f(xmin)

—— >0 3.2

>0, (32)
and, if it is negative, then it is a maximizer,
0 f (Timaz)

———= < 0. 3.3

e (3.3)

Non-optimizers, that is, critical points that are not minimizers or maximizers, are
called inflection points.
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Exercise 3.1. Show that at an inflection point the graph of a function changes

concavity.
Exercise 3.2. Find the critical points of the functions x?, 2® and 2*. Can the

second derivative test be used to determine the nature of their critical points?

Exercise 3.3. Prove the second derivative test using Taylor’s formula,

,_l

fla) = 3 = o s

k_

1)

n!  dxm

(x —a)", (3.4)

where 2’ is a point strictly between a and x.

Exercise 3.4. If a function has multiple extrema (an extremum can be a minimum
or a maximum and the plural of extremum is extrema), how do you distinguish
between local and global minimums and maximums?

Much more could be said about the optimization of real-valued functions of a single
variable. For example, we could be interested in a function defined on a closed subset
of the real line, in which case we had to consider the values taken by the function at
the end-points. Note that, the previous theory can be applied to any differentiable
function, however, in many practical situations the function is not differentiable and
other methods have to be used.

These simple mathematical concepts find many uses in the physical sciences. For
example, as we all learned in our first physics course, we can determine the highest
altitude reached by an object thrown upward. We can, as well, find the distance
at which the potential energy of an object attached to a spring is the minimum.
We also learned, however, that one-dimensional problems are not always so easy to
solve. For instance, in many occasions it is impossible to predict the exact position
of an object moving under certain forces. In addition to one-dimensional problems,
two-dimensional optimization problems are also common in elementary physics. For
example, the calculation of the optimal angle a projectile has to be launched in order
to reach the maximum horizontal distance. Another classic optimization problem
of several variables is the construction of a cylindrical package with a fixed volume
and using the least amount of material.

Exercise 3.5. i) Find the highest altitude reached by a particle thrown upward
with velocity vg. i) What is the stretching distance corresponding to a minimum of
the potential energy of a spring (assuming Hooke’s law)?

Exercise 3.6. State formally all the examples mentioned in the previous paragraph
and solve them.

In the jargon of optimization theory, the problem of finding the highest altitude
reached by an object thrown upward is stated as follows. Given the objective func-
tion,

1
h(t) = vt — 3 gt*, (3.5)

where t is a real variable and vy and ¢ are positive constants, maximize the function
h(t),
max h(t) . (3.6)

11



If it is clear what the independent variable is, in this case t, we simply write
max h(t). (3.7)

The independent variable is usually called the decision variable and the constants
(vo and ¢ in our problem) are the parameters. Our goal, then, is to find the time
(or times) t* when h(t*) > h(t) for all ¢,¢* € R. Since the objective function h(t) is
such that h(t*) = h(t) only when ¢ = t*, the solution is unique. It is easy to show
that the critical point is t. = vy/g and it is a maximizer, t. = t,00 = vo/g. The
highest altitude is, h(tmaz) = Pmaz = V3 /29.

Exercise 3.7. Fill in the gaps in the calculations above.

The problem of finding the optimal launch angle is formulated as follows. The
objective function is the horizontal distance x, which is a real-valued function in
two decision variables (time ¢ and the initial angle ),

max x(t, ). (3.8)

From elementary kinematics, we know that this function is given by
x(t,0) = vot cos b , (3.9)

where vy is a positive constant (the initial speed of the object). The value of x we
are interested in is the horizontal distance at ground level, therefore, we must add
the following equality constraint

1 1
votsine—Egt2:t<vgsin0—§gt> =0. (3.10)

If we assume that the projectile is launched at ¢ = 0, then, we must also include
the inequality constraint t > 0. These two conditions can be collected in one single
equality constraint,

1
h(t,0) zvosine—ﬁgt:O. (3.11)

The problem we have to solve is, thus, the max z(¢,0) subject to (3.11). So far
we have not mentioned the condition on the launch angle. For physical reasons we
impose 0 < § < 7/2, a condition which is consistent with (3.11). This is a problem
we know how to solve: we first find ¢ using the constraint (3.11) and substitute it in
(3.9), we then differentiate with respect to 6, equalize to zero, and finally determine
the angle # that solves the equation. This gives 6, = 45°. The second derivative test
confirms that this is indeed a maximizer, 0,,,, = 45°.

Exercise 3.8. Compute explicitly all the steps indicated above.

This high-school problem can also be solved using the Lagrange multipliers method.
Here we think of z as a scalar field in the ¢-6 plane. Denoting by (¢,0)* = (t*,0%)
the pair of points in the ¢-0 plane that maximizes the distance function (3.9) and,
at the same time, satisfies the constraint (3.11), the Lagrange multipliers method
states that

89x(t, 9)* . (%h(i, 9)*
@:17(25,9)* N (9th(t,9)* ’

(3.12)
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h(t,0) = 0
(t.0)

-
.

Fig. 1. Height and level curves of the position scalar field.

Geometrically, the left hand side represents the tangent to the level curve of z(t,0)
at the optimizer, and the right hand side is the tangent to the constraint curve
h(t,0) at that same point. Another way of writing the previous relation is,

Owx(t,0)"  Opw(t,0)" |
an(t,0) _ opn(t,0)y 1 (8.13)

where the constant p* is known as a Lagrange multiplier. We obtain two independent
equations out of this relation,

O (t,0)" — p* Oh(t,0)" =0, (3.14)
Opx(t,0)" — p* Opgh(t,0)* = 0. (3.15)

These equations plus the equality constraint,
h(t,0)" =0, (3.16)

is the system of equations that we now have to solve. Thus, in the current example,
the Lagrange multipliers method replaces the problem of maximizing a function
in two variables, x(t, ), with one constraint h(t,#), with the problem of solving a
system of three equations with three unknowns, t*, 6* and u*.

Exercise 3.9. Solve the launch angle optimization problem using the Lagrange
multipliers method.

The Lagrange multipliers method can be restated as follows. We first construct
the Lagrangian function,

L(t,0, 1) = x(t,0) — ph(t,0) (3.17)

and then declare that the maximization problem is equivalent to solving the following
system of equations,

OL(t,0,1)" =0, OpL(t,0,11) =0, O, L(t,0,1u)* =0, (3.18)
where (¢,0, u)* = (t*,6*, 1*). Or, in more compact notation,

VioLl(t,0,1)" =0, 0,L(t,0,u)" =0. (3.19)

13



Using (3.17), we then get that
vtﬂl’(t, 0)* - ,U/*vt,@h(t, 9)* = 0, (320)

that is,
Vmgﬂ?(t, 9)* = /,L*Vt,gh<t, 9)* . (321)

The geometric interpretation of this relation is that, at the optimizer, the gradient
of the level curve of the objective function is proportional to the gradient of the
constraint function.

Exercise 3.10. Draw the corresponding vectors in Figure 1.

The cylindrical package problem can be formulated in a similar way. The area of
the package is now the objective function,

A(r,h) = 27r* 4 2nrh, (3.22)

and the goal is to minimize it,

min A(r, h), (3.23)

subject to the condition that the volume contained within the package is constant,
that is, » and h are such that

V(r,h) =7mr*h =Vj. (3.24)

This is the only constraint of the problem (in addition to the fact that distances,
areas and volumes are positive quantities). You can easily show that the cylinder
we are looking for has 7, = hmin/2 = ¥/ Vo/27. First, use the equality constraint
to express the area in terms of a single variable, then differentiate with respect
to this variable and equalize to zero, finally solve for the variable and use again
the constraint to find the solution. The second derivative test gives that it is a
minimizer.

Exercise 3.11. Solve the problem by first considering A(r) and then A(h). In both
cases, of course, you should get the same answer.

The Lagrange multipliers method starts with the Lagrangian function,
L(r,h,pu) = A(r,h) — ,u[V(r, h) — Vo}
=211 + 2nrh — p(mrih — Vp), (3.25)
and states that the solution is given by the system of equations
VorL(r,h,p)* =0, O, L(r,h, )" =0. (3.26)

Exercise 3.12. Solve the cylindrical package optimization problem using the La-
grange multipliers method. Plot the level curves of the objective function and indi-
cate the point where the constraint function is satisfied. Draw the gradients at the
minimum point.

In addition to the volume constraint on the volume, we also mentioned that r, h >
0. However, we could have imposed a different set of inequality constraints,

o <7 <13, he <h<hyg. (3.27)
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Exercise 3.13. What is the interpretation of this in the context of Exercise 3.127

Now, suppose we want to minimize the same area function (3.22), but instead of
the equality constraint on the volume, we have an inequality constraint,

V(r,h) < V. (3.28)

The solution to this problem is different from the one given above. Again, we start
with a Lagrangian function,

L(r,h,\) = A(r,h) = A[V(r,h) — Vo] . (3.29)

Note that the Lagrange multiplier is now denoted by A. The Lagrange multipli-
ers method affirms that the solution to the minimization problem is given by the
following system of equations,

O L(r,h,\)* =0, OnL(r,h,\)" =0, O\L(r,h, \)* <0. (3.30)
The last relation implies that
ONL(r,h,\)* =V (r,h)" =V, <0. (3.31)

The method states that, in addition to these equations, we must add the following
conditions on the optimum value of the Lagrange multiplier,

A >0, (3.32)

and
N[V (rh)* = V5] =0. (3.33)

To illustrate how the method works, suppose that we are only interested in the
minimization of the side area of the cylindrical package, a(r, h) = 27rh. That is,

min a(r, h) = min 27rh, (3.34)
The constraint on the decision variables is the following,
g(r,h) =r*+h*> < R*. (3.35)

Exercise 3.14. Draw a picture explaining the problem.

According to (3.29), the Lagrangian of the problem is
L(r,h,\) = 2mrh — A(r* + h* — R?). (3.36)

The system of equations to be solved is then,

2rh* — 2\*r* =0, 2mr* —2Mh* =0, r?+h?-R?*<0, (3.37)
with
A >0, N(r*? +h? - R?) =0. (3.38)
From the first two equations we get,
mh* r*
A= A= . 3.39
r h* (3.39)
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This gives, r*? = h*2. If we discard the solution A\* = 0, because that would imply
r* = h* = 0, the third equation in (3.37) gives 7** = h** = R?/2. Given that the
Lagrange multiplier must be positive, there are two possible mathematical solutions

to the problem,
2 2
r*:i\/%, h*:j:\/%, AN =m. (3.40)

Finally, since distances are positive, the correct physical solution is,

R R
= pr=—_, XN=r. 3.41
" V2 " (341

3.1 Continuous Optimization

A continuous optimization problem is an optimization problem with objective func-
tion defined on a continuous set. For example, all the problems discussed above are
continuous because the decision variables were assumed to be continuous (distances,
angles, etc). Furthermore, it is convenient to classify continuous problems into un-
constrained and constrained problems. In particular, because of their accessibility,
we will introduce linear and quadratic problems.

Since here I assume that you have already taken a formal calculus course, below
you will not find rigorous definitions and proofs. For a detailed presentation, I
recommend you consult the appropriate literature.

3.1.1 TUnconstrained Problems

An unconstrained (continuous) optimization problem is an optimization problem
where the only conditions on the decision variables are those imposed by the (con-
tinuous) objective function itself. For example, given a differentiable real-valued
function f on an open subset U C R",

frUCR" >R, (1, .oy ) = flag, .. ), (3.42)
an unconstrained (continuous) minimization problem,

min  f(xy,...,x,), (3.43)

(z1y..yTn)

consists in finding the point (x1,...,z,)* € U, for which

floy, .o xn)” < flag, ..., 2), (3.44)

for all (z1,...,2,) € U —{(x1,...,2,)*}. A similar definition applies for a maxi-
mization problem.

For objective functions depending on a small number of decision variables, standard
calculus techniques are taught in elementary courses. We begin with the simplest
multivariable example: a real-valued function in two real variables,

ffUCR =R, (z,9) = f(z,y). (3.45)
A critical point of f is a point (z,y). € U that satisfies,

Of (@, y)e _ Of (@, y)e _

0
Ox ’ oy

0. (3.46)
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Of course, there are functions with multiple critical points. A critical point can be
a minimizer, a maximizer or a saddle point (the equivalent of an inflection point for
functions of a single variable). Minimizers and maximizers are both optimizers.

Exercise 3.15. Write down everything you remember about minimizers, maximiz-
ers and saddle points.

To determine whether a critical point of the function f is a minimizer, a maximizer
or a saddle point, we introduce the so called Hessian matrix,

Pflx,y) 0*f(x,y)

_ 0x? 0x0y
D= sy Pran)| 40
Oyox Oy?

Note that the Hessian matrix is symmetric if we assume that partial derivatives in
U commute. The determinant of the Hessian matrix is known as the Hessian,

_ Pf(wy) Pflay) a?f(w))?

det (Hf(ma y)) - Or2 ayzj B < (9zl:ay

(3.48)

The nature of a critical point is decided by the second derivative test. According to
it, a minimizer (x,y)mmn satisfies,

a2f<x7 y)min

92 >0, (3.49)

and
det (H f(2,y)min) > 0. (3.50)

For a mazimizer (x,y)maz, on the other hand,

an(:L‘7 y)max

92 <0, (3.51)

and
det (H f(2,Y)maz) > 0. (3.52)

A critical point which is not a minimizer or a maximizer is a saddle point.
Exercise 3.16. Use Taylor’s formula for functions of several variables,
1
f)=fla) +Vf(a) (x—a)+ 5 (x—a) Hf(x)(x—a)+..., (3.53)
where x’ is a point strictly between a and x, that is, X’ = a+t(x—a) for 0 <t < 1,
to verify by yourself that the above is the correct criterion to classify critical points.

Exercise 3.17. Find and classify all the critical points of the function

1 1
f(l’, y) = 5 azx'rQ + 5 ayyy2 + ApyTY — AT — QyY - (354)

Exercise 3.18. Provide some examples of real-valued functions f(z,y) for which
the critical points are difficult to find. What about the classification of these points?
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The next simplest example is a differentiable real-valued function in three variables,
fFTUCR =R, (z,y,2) = f(z,9,2). (3.55)
A critical point (x,y, z). satisfies

3f(:6,y, z)C af(x,y,z)c _

=0
Ox ’ oy

= 0. (3.56)

The Hessian matriz in this case is,

(P f(x,y,2) OPf(zy,2) Pflx,y,2)]
0x? 0xdy 0x0z
Pf(x,y,2) Pfla,y,2) Pf(x,y,2)
H — ) 7 ) Y ) Y 3‘57
Pflx oy 2) Pflxy.2) 0*f(x,y,2)
L 020z 020y 0z2

It is symmetric if we assume that the partial derivatives commute. The second
derivative test is similar to that stated above for functions of two variables. Consider
the following determinants at a critical point,

Ai(z,y,2) = det (%ng)) , (3.58)
f(x,y.2)e Pf(2.y,2)
Moy, )= det | 0T dedy | (3.59)
Pf(x,y 2)e 0*f(x,y,2)e
Oyox 0y?
Asz(z,y, 2). = det (Hf(x,y, z)c) ) (3.60)
The second derivative test affirms that at a minimizer (x,y, 2)min,
Ay (2, Y, 2)min > 0, Ao(x, Y, 2)min > 0, As3(x,Y, 2)min > 0. (3.61)
In contrast, at a mazimizer (z,y, 2)maz,
A (2,Y, 2)maz < 0, Ao (Z,Y, 2)maz > 0, A3(2,Y, 2)maz < 0. (3.62)

Points that are not optimizers, that is, minimizers or maximizers, are saddle points.

Exercise 3.19. How would you find and classify the critical points of the following
function?

1 o 1 9 1 2
f(2,Y,2) = = Quat™ 4 = QY™ + = Q222" + QuyTY + QpT2 + QY2 — AT — QY — QL% .

2 2 2
(3.63)

We are now in position to generalize our previous discussion to real-valued function
in n variables. For convenience, let us write x = (x1, ..., z,). Thus, given a function

f:UCR" =R, x — f(x), (3.64)
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the goal is to optimize it. Depending on the problem, we may be interested in finding
the minimizers, min f(x), or the maximizers, max f(x). Critical points, among them
the optimizers (including minimizers and maximizers), are solutions of the following
system of equations,

of(x) _,  0rx) 0/(x.)

c%l ’ 81’2 ’ o (91:”

=0. (3.65)
We can write this system of equations in a more compact form as

VF(x,) =0, (3.66)

where

Vf(xe) =

(3 f(xo) Of(xc) of (xc>) . (3.67)

Ooxry = Oxy '~ Oz,

Now, to determine the nature of a critical point, that is, to find out whether it is a
minimizer, a maximizer, or none of the two, we construct the n x n Hessian matriz,

PRk )
o0x? 0x10z,,
Hfx)=| &+ . (3.68)
9 f(x) 9 f(x)
02,02, 7 0x2
We use the Hessian matrix to compute the determinants Aj(x.), Ag(Xe), .. An(Xc)

as in the previous examples (note that these are the determinants of the submatrices
starting from the upper left corner of the Hessian matrix). The second derivative test
states that at a minimizer all the determinants are positive, A;(Xnin) > 0 for every
i =1,...,n, whereas at a mazimizer the determinants alternate sign, Ay (X;qz) < 0,
Ao (Xpmaz) > 0, As(Xmaz) < 0, and so on. If a point is not an optimizer, then it is a
saddle point.

Exercise 3.20. Find and classify the critical point of the following function of n

variables,
n n—1 n

f((lfl, Ce ,l’n) = %Z “I? + Z Qi TiTj — Z a;T; . (369)

i=1 i=1<j i=1

As we have seen, the statement and steps required to solve an unconstrained
continuous optimization problems are, theoretically speaking, rather simple. The
real difficulty is to find exact solutions. Because of this, experts usually content
themselves with approximate solutions. The most accurate and useful approximate
numerical methods they have developed have been adapted to run in modern digital
computers. For completeness, let us discuss briefly two of these methods. The first
of which was invented long time ago by Newton himself.

The Newton method is an iterative process that helps us find approximate values
of the critical points of differentiable real-valued functions f: U C R" — R, where
n is any positive integer. In other words, the Newton method provides approximate
solutions to the system of equations V f(x) = 0. To simplify the presentation, we
will write V f = g. So, the critical points of f will correspond to the roots of g.
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Because the multivariable case is a straightforward generalization of the Newton
method for real-valued functions of a single variable, we first present this easier case.
For simplicity, assume that the function g: I C R — R, x — g(z), has only one root
x*, that is, g(z*) = 0. The method starts by choosing two arbitrary points z, and
x1 in the neighborhood of the expected value of x*, and considering the following

approximation
f(z1) = f(zo) '

! = 3.70
R (3.70)
If instead of the actual value of f(x1), we take f(x1) =0, we get
(o)
/
=— 71
g'(a) = =20 (3.71)
and from here (if ¢'(x¢) # 0),
f (o)
T1 =Ty — : 3.72
Exercise 3.21. Draw a picture explaining what we just did.
We now pick another point z5 and repeat the process, giving
_ /
To = T1 — f/($1) = (JZO — f,(xo)> — f/($0 f(l“o)/gl(ﬂvo)) . (3.73)
g'(x1) g'(xo) g (l‘o — f(z0)/g (xo))
Exercise 3.22. Draw this step.
After k reiterations, we arrive at the point
. /
T = Tp—1 — f/(xkil) - (xk—2 - f/<xk2)> - f/(ka f(ku)/g,(ka)) - (3.74)
g (xx—1) g (rp—2) g (951@—2 — f(zr-2)/9 (%—2))

Since every point z; (kK =1,2,...) has an explicit expression in terms of the prece-
dent point x;_1, any point x will ultimately be given by the initial point xy3. The
Newton method affirms that the more iterations we perform, the better the approxi-
mation value we obtain for z*. If, as we assumed, g(x) = f’(z), the Newton method
can thus be used to find an approximate value of the critical points of f.

Exercise 3.23. Sketched the Newton method described above.

For a multivariable function g: U C R™ — R", the procedure is similar. We start
by choosing two points xy and x; in R”, and applying the total derivative,

Dg(x0)(x1 — x0) = g(x1) — &(%0) - (3.75)

We then consider g(x;) = 0,

Dg(x¢)(x1 — Xo) = —g(x0) (3.76)

If the total derivative is invertible at xq, then
~1
X, = Xo — (Dg(xo)) (g(xo)) ) (3.77)
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Exercise 3.24. Try to visualize what is happening here from the geometrical point
of view.

In general, after k iterations,

Dg(xp—1) (X — k1) = —8(Xx-1) , (3.78)

and thus (if the total derivative is invertible at every point xj_1)

X = Xgp—1 — (Dg(Xk_l))il (g(Xk_l)) . (379)

As for the single variable case, the more iterations, the better the approximate
value we obtain for the root x* of the function g. Since we are interested specifically
in the case g = V f, we conclude that the critical points of f are approximated by

Xk = X1 — (DVf(x1)) " (Vf(x01)) - (3.80)

There is an additional consideration we have to make which was not necessary in
the single variable case. In index notation, the relation g(x) = V f(x) takes the

form 0f (x)
X

9;(x) = 8—% :

The total derivative Dg(x), on the other hand, is just the Jacobian matriz of g(x),

Dg(x) = [agaf—ix)] . (3.82)

Using both relations, we get that

Dg(x) = DV f(x) = [aixlag—ijx)] = [g%g;j] . (3.83)

(3.81)

This expression is nothing else than the n x n Hessian matrix (3.68) written in index
notation,

DVf(x) = Hf(x). (3.84)
The critical point of f is, therefore, approximately given by
X — Xgp—1 — (Hf(Xk_l))il (Vf(Xk_1)> . (385)

Note that the Hessian matrix must be invertible.

The second approach we want to mention is the steepest (or gradient) descent
method. This too is an iterative process. We start by choosing a point x, ideally
near the expected minimizer we are looking for, and move a distance h, called the
step size, in the direction opposite to the gradient,

X1 = Xg — th(X()) . (386)

For the sake of clarity, let us assume for now that the step size h is the same for
every iteration of the process. We now use the value x; we just found to determine
the next best approximation,

X2 =x1 — hV f(x1) = (x0 — hV f(x0)) — hV f(x0 — hV f(x0)) - (3.87)
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After k iterations, the minimizer is approximated by
Xp = Xp—1 — hV f(Xp_1) = (xk_z — th(xk_z)) — th(Xk_Q — th(Xk_Q)) . (3.88)

Since every point x; has an explicit expression in terms of the precedent x,_;, any
point x; will ultimately be given by the initial choice xy. The iterative process stops
when the convergence criteria are met.

Exercise 3.25. Beginning with an arbitrary point xg = (¢, yo), write down explic-
itly the first two steps of the steepest descent method for the function

1 1
f(xa y) = 5 ax:va + 5 ayyy2 + azyzy - (389)

For simplicity, above we have assumed that the step size is the same for every iter-
ation, however, it is not difficult to convince yourself that this can lead to incorrect
results.

Exercise 3.26. Explain visually why this is so?

To remedy this, we can choose a different step size for every iteration. The correct
step size is determined as follows. Suppose we define the following function of the
step size,

Sk(hk) = f(Xk—l - thf(Xk_l)) y (390)

for k=1,2,....
Exercise 3.27. What does this represent? Explain it visually.

The optimal value of A is the one that satisfies

0= T = g bt~ S )
= V(11— I (01)) (1 — 10 (1)
= Vf(xk1 =V (xr1)) (= VI (xp)) - (3.91)
Thus, the optimal step size is given by
Vi (xk-1 — hiVf(xp-1)) Vf(x4-1) = 0. (3.92)

Exercise 3.28. Repeat Exercise 3.25 but this time assume that the step sizes are
obtained by using the formula (3.92).

3.1.2 Constrained Problems

In contrast to an unconstrained optimization problem, where the set of solutions
is completely determined by the domain of the objective function, for constrained
continuous optimization problems the solution belongs to a smaller set given by the
inclusion of additional conditions on the independent variables. The extra conditions
are the the so called constraints.
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In general, given the objective function f: U C R" — R, x +— f(x), a constrained
continuous optimization problem, denoted

min f(x) or max f(x), (3.93)

X

(depending whether we want to find the minimizers or the maximizers), can include
m equality constraints,

hi: Uy CR" - R, X — hi(x) = b;, (3.94)
with ¢ = 1,2,...,m, and r inequality constraints,

gj: U; CR" - R, x — g;(x) < d; (3.95)
with 7 = 1,2,...,r. The constraints can also be written in vector notation as

follows,
h: U CR" — R™, x — h(x)=b,
g:UCR"—R", x—gx) <d. (3.96)

In a more compact notation, then, a constrained optimization problem is a mini-
mization or maximization problem,

min f(x) or max f(x), (3.97)

X

subject to equality and inequality constraints,
h(x) =b, g(x) <d. (3.98)

Exercise 3.29. It should be obvious for you that minimization and maximization
problems are related by

max f(x) = rnxin (—=f(x)),

min f(x) = max (—f(x)). (3.99)
X X

Exercise 3.30. How is the classical mechanics’ distinction between holonomic and
non-holonomic constraints related to our present discussion? Provide at least one
mechanical example of each type of constraint.

As we saw above, unconstrained optimization problems are generally difficult to
solve. In fact, as soon as the objective function has two or three variables, the
solution to the problem can be very difficult to find. Thus, it should not come
as a surprise to you to know that, due to the extra restrictions on the decision
variables, constrained problems can be even more challenging. Certainly, as the
examples discussed in the introduction to this section show, there are constrained
problems that are easy to solve. However, these types of problems are an exception.
In general, constrained problems are difficult to solve and computer programs are
needed. Instead of presenting the most general scenario (something that would
take us too far afield from the purpose of these notes), let us simply show how the
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Lagrange multipliers method discussed above is generalized to an arbitrary number
of decision variables.

Suppose we want to minimize a differentiable function f: U C R™ — R, subject to
a single equality constraint h(x) = 0. As we already saw (see for example (3.21)),
the Lagrange multipliers method establishes that at a minimum x*,

Vuf (X)) = ji* Vieh(x*) . (3.100)

The real constant p* is the corresponding Lagrange multiplier at the minimum. Note
that, for the method to work, we must have Vyih(x*) # 0.

If we have several equality constraints, let us say h;, with ¢ = 1,2,...,m, the
generalization is straightforward. We introduce m Lagrange multipliers, one for
each constraint, and require that

Vaf (X°) =D g Vhi(x*) = p* - Vih(x7) | (3.101)
i=1
where p* = [p}---pu* |7 is the Lagrange multipliers vector. Beware that we have

introduced the (unconventional) notation
Vxh(x*) = Z Vichi(x*) &; , (3.102)
where (&;) is the same ordered basis used to express p*,
u*:[u’{---u;]Tzim & . (3.103)
i=1

The system of equations (3.101) can conveniently be obtained from a Lagrangian
function,

Lix. p) = f(x) — ph(x). (3.104)

and requiring that
ViL(x*,u*) =0, V,L(x*, u*)=0. (3.105)

Since each equality constraint comes with a Lagrange multiplier, this is a system of
n + m equations with n + m unknowns.

Exercise 3.31. What if the constraint is h(x) = d instead of h(x) = 07

Exercise 3.32. Find the minimizers of

fl(x,y)zaf—l—y? f2($,y):l’2+y2, f3($7y):xy7 (3106>

subject to each one of the following constraints,

.ZUQ y2
h1($,y):x+y:1, h2<x?y):¥+b_2

=1. (3.107)
First, minimize the function by straightforward substitution. Then, compare this

result with the one obtained by minimizing using the Lagrange multipliers method.
Interpret your results geometrically.
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Exercise 3.33. Repeat the previous exercise for
filz,y,2) =a+y+z, folz,y,2)=a>+y*+2*, fs(z,y,2) =ayz, (3.108)

subject to

22 2
hi(z,y,z) =x+y+z=1, hg(l’,y,Z):?—i———i—g:l. (3.109)

Let us now explain how to solve continuous optimization problems with inequality
constraints. Suppose we want to minimize a function f: U C R™ — R, subject to a
set of r inequality constraints. We compactly write the constraints in vector notation
as g(x) < d. To solve the minimization problem, we construct the Lagrangian
function

Lo A) = F) ~ A+ [g(x) —d] (3110)
where A = [\ -+ A\, |7, and impose,
VoL(x* A) =0,  VyL(x,A*) <0, (3.111)
with
A*>0, A*-[g(x*)—d] =0. (3.112)

Exercise 3.34. Explain what has to be done to find the minimizers of
f(@,y) = azz + ayy, (3.113)
subject to the inequality constraints
9(z,y) = bx + b,y < 0. (3.114)

Exercise 3.35. Repeat the previous exercise for

1 1
flz,y) = 5 App®? + 3 Ay’ + AuyTY — Az — ayy, (3.115)
subject to
1 2 1 2
g1z, y) = 5 berx” + 5 byyy* + byyxy — byx — byy <0, (3.116)
1 1
g2(z,y) = 5 Cor®® + 3 CyyY + CoyTy — Cot — ey < 0. (3.117)

Choose some values of the constants so that you can explicitly solve the problem.

The generalization to minimization problems with equality as well as inequality
constraints, min f(x) subject to h(x) = b and g(x) < d, is straightforward. We
define a Lagrangian function

Lx,A\p)=f(x) —p-[h(x)—b] —X-[gx)—d]. (3.118)

The solution of the minimization problem uses a combination of the two methods
discussed above. Because of the equality constraints we require that,

VxL(x* A", u*) =0, VL A", pu*)=0. (3.119)
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On the other hand, the inequality constraints impose that,
Vi L(x* A", u*) =0, VAL(x", A", u*) <0, (3.120)

with
A*>0, A-[gx)-d]=0. (3.121)

If unconstrained optimization problems are generally difficult to solve, just imagine
how hard are problems with mixed constraints. This is the reason why iterative
processes such as the Newton method and the steepest descent method, and their
advanced versions, are used to approximate the solutions. You can look at the
literature if you are interested in these sorts of problems. In the remaining of this
subsection, we will discuss some important special cases. Let us start with the classic
diet problem.

Suppose that there are P food products available in the market, individually de-
noted by 1,2,...,p,..., P, and we know their prices, ci,cs,...¢p,...,cp. If every
day we buy a quantity z, of product p, the total daily cost will then be,

P
C(z1,x9,...,xp) = 11 + Coa + ... + cpTp = Z CpTp - (3.122)
p=1
Let us say we are interested in keeping track of the consumption of N nutrients and
we know that product p contains a quantity n;, of nutrient 7. The daily consumption
of nutrient 7 is then,

D; = nj1xy + nppxs + ...+ npxp. (3.123)

A similar relation holds for all the other nutrients, 7 = 1,2,..., N. Now, suppose
nutritionists recommend that every person should consume at least a quantity R; of
nutrient 7. This requirement imposes that,

Dz’ =MNjy1T1 + NigTo + ... +N;pTp Z Rz s (3124)

for every ¢« = 1,2,..., N. The diet problem aims at finding the minimum daily
expenses given the recommendations of the nutritionists. In other words, the idea is
to find the right combination and amount of each food product so that the nutrient
requirements are satisfied with the least possible cost. In mathematical language,

P
min Y e, (3.125)

(1,2 P)
p=1

subject to

n1T1 + Nias + ... +niprp > Ry,

nyiT1y +Nysto + ... +nyprp Z RN. (3126)

This optimization problem can be written more compactly in terms of vectors and
matrices. For example, we can collect all the prices ¢, and quantities z,, in appro-
priate column vectors [¢,] = ¢ and [z,] = x, so that

P
. . T
min Cc, T, = min ¢ X. 3.127
Y= mi (3.127)

(#1,..,zp =1
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Similarly, we can group all the coefficients n;, in an N x P matrix N = [n;,], so that
the nutrient requirements can be simply written as

Nx>R. (3.128)

Exercise 3.36. Some nutrients not only have a minimum required quantity, but also
a suggested maximum consumption quantity. How would you formulate a problem
with these sorts of constraints?

Exercise 3.37. Suppose some nutrients have to be consumed in an exact quantity,
how would you reformulate the diet problem?

The diet problem is an example of a linear optimization problem or linear program,
for short. They are the object of study of a subfield of optimization theory known
as linear programming. A linear program is an optimization problem with a linear
objective function,

min a’x or max a’x, (3.129)

X X

subject to linear constraints,
Hx =b, Gx <d. (3.130)

Note that, if there are m equality constraints, then b is an m x 1 column vector
and, assuming there are n unknowns, H is an m x n matrix. Similarly, if there are
r inequality constraints, then d is an r X 1 column vector and G is a r X n matrix.

Be cautious that there are several equivalent ways of defining a linear program.
For instance, the inequality constraint is sometimes written Gx > d. These two
definitions are certainly equivalent because we can simply multiply both sides of
the inequality constraint by —1 and define the matrix G’ = —G and the constant
vector d' = —d, giving G'x < d’. It is said that a linear minimization problem is in
standard form if it is written as follows,

min a’x, subjectto Hx=b, x>0. (3.131)

Here, the non-negativity condition on the decision variables is explicitly indicated.
Exercise 3.38. Show that any linear program can be written in standard form.
Exercise 3.39. State mathematically two real-life linear programs.

Optimization problems that are not linear, either because the objective function or
the constraints are not linear, are called nonlinear optimization problems. They are
the object of study of nonlinear programming and, in general, they are extremely
difficult to solve (even with computer programs). Among these, we are particularly
interested in optimization problems with quadratic objective functions,

n

f(l’l, c. 71'”) = = Z Qi X325 + Z a;xT; , (3132)
i=1

i,j=1

where all the coefficients are constant and a,;; = a;;. We can use column vectors and
matrices to write them in a more compact form. We first rewrite

1 n n
f(l‘l, c. ,[L’n) = § Z LAy 5 + Z a;T; . (3133)
=1

1,j=1
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We then define the symmetric matrix

a1 ... QAip
apy ... App

Using the column vectors [z;] = X, [a;] = a and the matrix A = [a;;], the quadratic
function above takes the following form,

1
f(x) = éxT Ax +a’x. (3.135)
Quadratic optimization problems, also known as quadratic programs, are optimiza-
tion problems with quadratic objective functions and linear constraints. For exam-

ple, a quadratic minimization problem,
mxin % xT Ax +a’x, (3.136)
is subject to linear constraints,
Hx=Db, Gx <d. (3.137)

Exercise 3.40. Use column vectors and matrices to write all the objective functions
and constraints in Exercises 3.32 to 3.35. Classify the programs as linear, quadratic
or none of the two.

3.2 Dual Optimization Problems

So far we have avoided discussing functions with multiple extreme points. However,
we know that most functions have several, if not infinite optimizers. For example,
the potential V' = cx?(2? —22) has more than one optimizer. These sorts of problems
are very common in physics, however, they are generally difficult to solve. That is
why we are particularly interested in problems with a single optimizer. Convex
optimization deals with problems with convex objective functions, that have this

property.

Exercise 3.41. Find the optimizers of the function V' = cz?(2? — 22). Draw it and
explain under which conditions could the Newton method fail to solve it.

There have been many progresses in the theory of convex optimization. Most
notably, the fact that convex optimization are solvable in polynomial time. This,
among many other suitable properties, has replacement of the obsolete division be-
tween linear and nonlinear problems with the convex vs nonconvex optimization
problems. For example, linear and quadratic functions are convex, so their corre-
sponding problems fall under the umbrella of convex optimization. After some basic
definitions of duality theory, we will move to duality.

Let M be a metric space, that is, a set of points with a metric (distance) function,
and X be an open subset of M. We say that X is a convex set of M if given any
two points z,y € X, the points

z=x+ty—x)=ty+ (t— 1)z, (3.138)

for all values of the parameter ¢ € [0, 1], are in X.
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Exercise 3.42. Draw two and three-dimensional examples of convex and non- con-
vex sets.

Consider, for example, the two-dimensional case, which is easy to visualize. Let
U C R? and x and y two points in U. The subset U of R? is convex if the points

z=ty+ (t —1)x, (3.139)

for t € [0,1], are in U. Now, let f: I CR — R, z +— f(x) = y. The area above the
graph of f is called the epigraph of f,

epif ={(z,Y)eIxR|Y >y}. (3.140)

When the epigraph is a convex set, we say that f is a convex function. In higher
dimensions, the definitions are similar. The function f: U C R" — R, x — f(z), is
a convex function if the epigraph of f is a convex set of R,

Exercise 3.43. Provide all the details of the above definitions.
Exercise 3.44. Show that linear and quadratic functions are convex.

A convex optimization problem, or convex program, consists in the optimization of
a convex function f: U CR" — R, x — f(x),

mxin f(x) or max f(x), (3.141)
subject to linear equality constraints,
Hx =b, (3.142)
and convex inequality constraints,
g(x) <d. (3.143)

Note that, while the equality constraints must be linear functions, the inequality
constraints are convex functions (they can also, of course, be linear).

As we said, convex programming is a vast field and we will not discuss it further
here. In addition to the fact that they have only one minimizer and they are solvable
in polynomial time, we are interested in one additional feature of convex problems:
the so called (Lagrange) duality. This property allows us to reformulate a convex
problem, the primal program, as another which is easier to solve, the dual program.
The general proof of this theorem is beyond the purpose of these notes. The idea,
though, is simple: solve a minimization problem in the decision variable x by solving
the maximization problem in the dual variable g and A (the Lagrange multipliers).
Let us see a couple of examples to illustrate how the method works.

Suppose we want to solve the linear program,

max a’x, subjectto Hx=b and x>0. (3.144)

X

The Lagrange multipliers method tells us to construct the Lagrangian function,
L(x,p) =a’x+ pu’ (Hx — b), (3.145)
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and the solutions will be given by the system of equations
VxL(x*, pu*) =0, VuL(x", pu*)=0. (3.146)

We thus extend the space of independent variables from n to n + m (assuming that
they are m equality constraints) and solve the problem as if it was an unconstrained
problem. But, suppose we rewrite the Lagrangian function as follows

L(x,p) = —p'b+ (" +p"H)x
= —bTpu+x"(a+ H p)
=—(b"p—x"(H'p—a)). (3.147)
Rewritten in this form, the prescription (3.146) gives the solution to the problem

min b”p, subject to H'p > a. (3.148)
"

This is the dual program of (3.144).

Exercise 3.45. Show that the linear program,

max a’x, subjectto Gx<d and x>0, (3.149)

has as dual program

mgn d’X, subjectto G'A=a and A>0. (3.150)

3.3 Integer Programs

Until now, we have only discussed optimization problems with continuous decision
variables. However, many real-life optimization problems involve discontinuous vari-
ables. For example, in the case of the diet problem, there are food products that are
not sold in fractional parts; you can only buy them in an integer multiple of a fixed
quantity. Optimization problems with nothing but integer variables are called inte-
ger optimization problems or integer programs. Some of them include constraints,
the so called constrained integer programs, and some do not, the unconstrained in-
teger programs.

The applications of linear programs to science and engineering are countless. The
standard example is the so called knapsack problem. Suppose you have a knapsack
with a limiting weight capacity W,,., and a set of IV items you want to take with
you. The goal is to maximize the total value of the content of the knapsack,

max ¢nj+...+cni+ ...+ ceyny =max cin, (3.151)

(n1,..nN

where ¢; is the cost of the ith item and its quantity n; € Z2°. The weight of the
stuff you put in the knapsack is

W =wn, +...+wyny =win. (3.152)
Since the total weight cannot exceed W4, we have to impose the constraint

win < W . (3.153)
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Thus, the knapsack problem consists in

max c'n, subject to w'n< W, and n¢c (Z=°)". (3.154)

n

A general linear integer program consists in
min a’z or max a’z, (3.155)
z z

subject to

Hz=b, Gz<d and zc (Zz=°)". (3.156)
Exercise 3.46. Think about some real-life integer linear programs.

Consider again the diet problem, but this time assume that some of the items are
sold exclusively in integer numbers. In this case, the problem involves continuous
as well as integer variables. We denote by ¢, with ¢ = 1,...,C, a product that can
be bought in continuous quantities and by ¢, with ¢ = 1,..., I, a product that can
be bought only in integer numbers. Their respective prices are denoted by c¢. and
¢;. The objective function is then

Cx,y)=(az1+...+cxe+...+ccxe)+ (121 + ... +czi+ ... +crzp)

=clx+clz. (3.157)
Here we are using the column vector notation x = [x; ... z¢]T € (R=%)¢ and
z = [z1...21]7 € (Z=°)!. The constraint, as we already said, is given by the

minimum daily requirement of each nutrient. Since each nutrient can be included in
both continuous and discrete food products (see (3.128)), the inequality constraints
are compactly written as

Nex + Nz > R. (3.158)

This is an example of a mized integer linear program. In general, they can involve
continuous as well integer decision variables and the constraints, both equality and
inequality constraints, are linear. Note that a mixed integer linear program with
z = 0 is purely continuous. Similarly, when x = 0, the problem is purely integer.

Exercise 3.47. Think about some real-life mixed integer linear programs.

Solutions by approximating to integer numbers. For example, in elementary opti-
mization problems when the solution obtained involves fractional people, objects or
other things that cannot be divided.

Of special interest to us are optimization problems where the decision variables can
only take the values zero and one. These problems are called binary optimization
problems. Of course, we can have unconstrained binary optimization problems and
constrained binary optimization problems. In this section we will briefly discuss
some of these problems, in particular unconstrained binary optimization problems
(for reasons we will see in the next section). For completeness, let us formally state
them.

A binary program is an optimization problem with objective function defined on
binary variables. That is, given b = [b; ... b, ], where b; € {0,1} fori =1,2,...,n,
the objective function is of the type

f£:{0,1}" >R, b f(b). (3.159)
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Since the decision variables are binary, the constraint functions (in case they are)
must also be defined on binary variables.

Consider again the knapsack problem. This time, however, suppose that the knap-
sack can at most contain one item of each type. The binary knapsack problem is
stated exactly as above, but now the decision variables are zeros and ones. In real-life
terms, the item is included or not. It then consists in

max c’b, subjectto w'b < W, and be {0 1}". (3.160)

In general, a binary linear program is an integer linear program with binary, rather

than integer variables. That is, a binary linear program consists in optimizing a

binary linear function subject to binary linear equality and inequality constraints.
To conclude, consider a binary quadratic function,

f(b)=ab’Qb+3c'b, (3.161)

where b € {0,1}", @ is a symmetric n X n matrix and « and [ are real numbers.
In index notation,

Fbro b)) =a ) bQib;+ B cibi, (3.162)
i,j=1 i=1

where b, € {0,1} and Q;; = Qi. A quadratic unconstrained binary optimization
problem (QUBO problem) aims to find the

min ab’@Qb+ b or max ab’@Qb+3c’b, (3.163)

where b € {0,1}" is the only restriction on the decision variables by, ..., b,.

Exercise 3.48. Suppose that the decision variables do not take the values 0 and 1
but —1 and 1. In this case, how would you state a binary problem?

Exercise 3.49. Show that any QUBO problem can be written as,

min 7 b’Q'b, (3.164)

where ' is a symmetric matrix and ~y is a real constant.
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4 Classical Portfolio Optimization Theory

In this section, we discuss the so called modern portfolio theory. This is a standard
topic in financial mathematics and the literature on the subject is vast. Here, we
only review the main concepts and results.

Suppose you have a certain amount of money, cash for that matter, and you want
to invest it in the stock market with the expectation, of course, of making a profit
over a given period of time. The problem you face is the following: what is the
best choice of stocks and the optimal amount of money you have to invest in each
of them so that, at due time, you receive the maximum return on your investment?
This is, in simple words, the portfolio optimization problem. The summary below is
rather complete and self-contained for the purposes of this review.

In Subsection 4.1, we explain the basics of modern portfolio theory and in Subsec-
tion 4.2, we show how this mathematical model is related to continuous optimization.
The case of discrete portfolios is discussed in Subsection 4.3. In particular, we dis-
cuss QUBO problems, the sorts of problems future quantum computers are expected
to tackle efficiently.

4.1 Mathematical Description of an Investment Portfolio

In our modern globalized world, the domestic and international markets offer a
wide variety of options to invest your cash: real estate, government bonds, foreign
currencies, precious metals, cryptocurrencies, and many more. When you exchange
your cash for any of these assets, your intention is to make a future financial benefit.
The way this will benefit you can vary and can be difficult to track. For example,
some investments will save you money and others will produce you a cash inflow.
What is important, though, is that the purpose of owning any of these assets,
whatever their nature, is to increase your wealth.

Out of all these possibilities, we will only consider stocks (shares) of companies
traded in the public market. Since the price of a single stock represents a small
percentage of the value of the entire company, by acquiring a stock, you own a small
part of it. Why we are particularly interested in this financial asset will become
clear in the following pages. For now, let it suffice to say that we want to consider
assets whose prices change rapidly and unpredictably.

Suppose you invest all your money in S stocks, s = 1,2,...,5. This is the price of
your portfolio at the initial time ¢ = 0 and is denoted by pp(0). Assume, moreover,
that the initial price of the stock s is ps(0). Since the initial price of the portfolio is
the sum of the initial prices of the individual stocks, we have that

S

pr(0) =) pi(0). (4.1)

s=1

The stock weight of stock s is defined as the ratio

w,(0) = . (4.2)
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Using these relations,

pr(0) = ps(0) Zws )pp(0

= pp(0) Y w,(0), (4.3)

giving that (as expected)

> w,(0)=1. (4.4)

Formally speaking, an (investment) portfolio is a given set of initial stock weights,

{w1(0), w(0), ..., ws(0)} = {ws(0)}32; = {ws(0)}. (4.5)

Different sets correspond to different portfolios.

If we want to know whether an initial investment has produced a profit or a loss
over a given period of time, we have to, somehow, compare the initial and final
values of the portfolio. To simplify the following presentation, we first consider the
case of a single stock and then generalize to a multi-stock portfolio.

Given the values of a stock at two different times, ps(0) and ps(7"), the simplest
way to compare them is simply by subtracting them. For every stock s, we define
the stock return from t =0 to t =T as,

rs(T) = ps(T) - ps(()) : (46>

When r4(T) > 0, we say that the initial investment on the stock s produced a
profit. In simple words, you made money. If, on the contrary, r4(T) < 0, then we
say that the initial investment produced a loss. That is, you lost money. Finally,
when r4(T) = 0, the investment on the stock s did not produce any profit or loss
and your final wealth is exactly the same as the one you had at the beginning of
the transaction. This is, without a doubt, an extremely simple mathematical model
of a real situation that usually involves many other factors. For example, on the
positive side, a more realistic model could include dividends and interests on the
profit. On the other hand, on the negative side, you may want to include service
fees, taxes and inflation rates. This simple model, though, is the one we will discuss
here. More realistic scenarios can be found in the specialized literature.

Similar to the stock return, the portfolio return from t = 0 to t = T is given by
the difference of the portfolio prices,

TP(T) = pP(T) - pP(O) . (4-7)

When rp(T') > 0, the portfolio produces a profit, and when rp(T") < 0, it produces
a loss. It is easy to show that this equation is equivalent to the sum of all the stock
returns over the same period of time,

rp(T) =Y _r(T). (4.8)
Exercise 4.1. Prove the previous equation.
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Now that we know how much profit (or loss) does a portfolio produce, we want to
compare the performance of different portfolios. In order to compare two portfolios
P, and P, we could, for instance, subtract their returns,

ATID1P2 (T) =Tp (T) —Tp, (T) : (49)

The choice between the two portfolios seems obvious: just pick the portfolio with the
highest return. There is a practical problem with this, though. The problem is that
two portfolios with different prices at the beginning of the transaction can produce
equal returns. From the investor’s point of view it is, of course, more convenient the
portfolio that requires the least initial investment. For this reason, we introduce the
concept of rate of return.

The return rate of the stock s from t = 0 to t = T' is defined as

(T (1) — ps(0

oy - D) D) =00
ps(0) ps(0)

Since p,(0) is a positive quantity, the interpretation of the sign of R(T') is the same

as the one given above for r¢(7T).
The portfolio return rate from t =0 to t =T is

(4.10)

pr(0) ~ pr(0)
20 o N
_;W@&m—;swwﬂ. (4.11)

Since pp(0) is a positive quantity, the interpretation of the sign of Rp(7T') is the same
as the one given above for rp(7T).

Let us use some basic linear algebra to rewrite all the previous formulas in a simpler
way. Price vectors are collections of stock prices,

pO)=1| : |, p@MO=1] : |. (4.12)

An investment portfolio is specified by its weight vector at the initial time,

wy(0)
w(0) = : . (4.13)
ws(0)
Condition (4.4) becomes
1"w(0) =1, (4.14)
where the vector 1 = [1 ... 1]7. Stock return rates are collected in the (portfolio)
return rate vector,
Ry(T)
R(T) = : . (4.15)
Rs(T)



Using this compact notation, the portfolio return rate (4.11) is written
Rp(T) = wr (0)R(T). (4.16)

So far we have only considered two moments in time, ¢t = 0 and t = T". Suppose
now two periods of time: [0,7'] and [T,27"]. Correspondingly, we have the price
vectors p(0), p(T") and p(27), the weight vectors w(0) and w(7"), and the return
rate vectors R(T') and R(2T). The portfolio return rates during these two periods
are given by

Rp(0,T) = w(0)R(T), Rp(T,2T) = w (T)R(2T) . (4.17)

Note that we have introduced a more explicit notation to denote the portfolio return
rates for each of the periods. It is clear that,

Rp(0,2T) = Rp(0,T) + Rp(T,2T) . (4.18)

We define the average portfolio return rate as
1 1
pp(0,27) = 3 Rp(0,2T) = 3 (Rp(0,T) + Rp(T,2T)) . (4.19)

To know whether in a period of time we have, on average, gain or lose money, we
compute
Rp(0,T) — up(0,7), Rp(T,2T) — pp(0,27) . (4.20)

If the quantity if positive (negative), we are making more (less) money than the
average. Of course, since Rp(0,7) = up(0,7T), this quantity is only relevant for
more than one periods.

We can generalize all this to N time periods, [0,T'], [T,2T], ..., [(N—=1)T,NT].
In this case, the portfolio return rate at the end of the nth period, forn =1,2,... N,
is

Rp(0,nT) = Rp(0,T) + Rp(T,2T) + ...+ Rp((n — 1)T,nT)
= En: Rp((k—1)T,kT) , (4.21)
k=1

with corresponding average portfolio return,
pp(0,nT) = ! Rp(0,nT) = 1 > Rp((k—1)T,kT) (4.22)
9 n ? n ? ?

and average profit (or loss) in the nth period given by
Rp((n—1)T,nT) — pp(0,nT). (4.23)

For simplicity, in the following we will only assume one period of time (N = 1).
The stocks are bought at time ¢ = 0 and the return, whether a profit or a loss, is
decided at time T > 0. What happens in between is unknown to us. This is the
single-period investment model.
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4.2 The Mean-Variance Model

Suppose again that you own a small part of a big company because you bought
one or more of the company’s stocks. Your expectation as stockholder, that is, as
owner of a small percentage of the company, is to benefit from an increase in the
company’s worth. However, due to unknown and unpredictable factors, the future
value of the company is not certain. It may increase, as you expect, but it may also
decrease, in which case you lose money. There are so many factors at play that even
the prediction of the short-term future of the company’s worth, and consequently
the return on your investment, seems impossible.

The belief that future prices are unpredictable goes back to the pioneering obser-
vations made by Louis Bachelier at the beginning of the 20th century. More than
one century of historical records have confirmed (though, fair to say, not in a con-
clusive manner) that the evolution of the stock prices do not follow any recognizable
pattern. In other words, in finance it is assumed that the analysis of the historical
price changes and economic factors cannot be exploited to predict the future of stock
prices. In fact, the movement of the stock prices is described by a random-walk (the
same phenomenon studied in many areas of physics).

The random-walk theory of stock prices assumes that every market player has
immediate access to all the market information available. So, in case there is a
short-term outperformance of the market by a group of traders, other investors will
immediately recognize the trend and their actions will have an opposite effect on
the market, ultimately restoring randomness.

Note: Since stock prices are random, in the following Box we summarize the main
probability concepts necessary to understand prices and investment portfolios.

Box 4.1. Probability of discrete random variables.

Suppose you perform an experiment many, many times and you always obtain
the same finite number of results, say wq,ws,...,w,. We collect all these
outcomes and form the so called sample space,

Q= {wl,wz, 500 ,wn} = {wz ?:1 o (424)

A discrete random wvariable is a function X on 2 that assigns a real value to
every possible outcome wj,

If n; is the number of occurrences of the outcome w; and N the number
of experiments (that we assume is as large as necessary), we assign to the
outcome w; a probability of occurrence p,, = p; = n;/N. The set of all pairs
(Wi7pwi)a

P = {(wi, puw,) Yz 5 (4.26)
is known as the probability distribution (more precisely, since the number of
outcomes is countable, this is a probability mass function). From the prob-
abilistic point of view, the probability distribution completely characterizes
our system.
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More abstractly, we define a probability function as a relation that assigns
to every value x; the probability of occurrence of outcome wj,

P:{z;}, —[0,1], g =X(w;) = P(X(w)) = P(z;) =p;.  (4.27)

The notation P(X = z;) to denote p; is also of common use. This probability
function, by definition, has the following properties. Firstly, the probability
that an outcome w; is in 2 is one, usually written P(€2) = 1. Secondly, the

probability that the experiment gives no result in € is zero, written P(&) = 0.
Thirdly and finally,

P(A) =) P(X(wa)), (4.28)

where A C Q and w, € A. The set of outcomes A is called an event. In
particular, as we pointed out,

P(Q) = Z P(X(w;))=1. (4.29)

The expectation value of a random variable is a quantity that relies on the
historical data provided by the probability distribution. The expected value of
a discrete random variable is also known as its average or mean, and is given

by
E(X):,uX:%Znixizz%xi:mei. (4.30)
=1 =1 =1

The variance measures the variability of the historical values of a random
variable. It is defined as follows,

Var(X) = 0% = N2 (x: — px)®
=1
= ) o (@ — px)? = ip' (x; — px)?
= Z i=1 o
— E[(X - ux)’). (4.31)

The variance measures the spread of the values a random variable with re-
spect to the mean. The greater the variance, the greater its variability and
unpredictability. Instead of using the variance, we can estimate the spread of
a set of data by the standard deviation,

ox =/ Var(X) = VE[(X — ux)?]. (4.32)

The advantage of the standard deviation over the variance is simply that ox
has the same units as z;. This makes it easier to visualize both quantities in
the same plot.

The common behavior of two random variables X; and X5 can be measured
by using a new quantity known as the covariance between X; and X,

012 — COV(Xl,XQ> = E[(Xl — ,LLI)(XQ — /J/Q)] . (433)
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In index notation,

n

019 = Z p(azl’i,xz,j) (551,1‘ - Ml)(xlj — ji2)

2,j=1

= Z pij (w16 — 1) (T2 — p2) (4.34)

ij=1

where p; ; = p(xu, 1'273‘) is the joint probability, that is, the probability that
both 1 ; and x5 ; occur at the same time. Using that p; ; = p;, and renaming
the indices, we conclude that

n

091 = Z p(33277j,x17j) (-T2,i - N2)(x1,j — i)

ij=1

= Z p(xl,iny,j) (T1,0 — pa) (22,5 — pi2) = 012 - (4.35)
ij=1
Note that, variance and covariance are related by

011 = COV(Xl,Xl> = E[(Xl — ,u1)2] = 0'% o (436)

Given two random variables, it is convenient to collect the variances and
covariances in a symmetric 2 X 2 covariance matriz,

S(X1, Xs) = [0“ 012] - [U% Jf] . (4.37)

021 022 012 0y

An S x S covariance matrix can as well be defined for multiple random vari-
ables Xy, Xy, ..., Xg,

011 ... 018 01 ... 018

Since, according to the accepted hypothesis, stock prices behave as random vari-
ables, we can only make probabilistic predictions about future stock prices. More
specifically, given the historical data of a stock price, we can calculate the expected
value (arithmetic mean of past prices) and the variance (uncertainty of future prices).
Suppose the sample space 2 = {w;}!_; contains all the possible market scenarios at
time T > 0. We define the price of the stock s at time T as the random variable,

ps(T): Q — R, w; = (ps(T)) (wi) = ps(T,w;) . (4.39)

Note that the codomain of the random variable p,(T') has been constrained to R=°
because prices cannot be negative. As for any other random variable, definition
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(4.30) provides the expected price of the stock s at time T,

]E(ps ZP ps(T, wl ps(T, w;) Zplps (T, w;) . (4.40)

i=1
Recall that the return of the stock s during the time period [0,7] is given by the
formula (4.6),

TS(T) - ps(T> - ps(0> . (441>
Now, since the price of the stock at time T, ps(T'), is a random variable, it follows
that the return of the stock at time T, r4(T'), is also a random variable,

ro(T): Q = R, w; (TS(T))<LU¢) =rs(T,w;) . (4.42)

Note that the codomain of the random variable r4(7") is the entire real line because
returns can be negative (loss), zero or positive (profit). The return rate of stock s,
given by (4.10),

TS(T) _ ps(T) B ps(o)

R,(T) = = , 4.43
1) ps(0) ps(0) 443)
is, obviously, also a random variable,

R(T): Q - R, w; = (Ro(T))(wi) = Rs(T, w;) . (4.44)

The expected return rate of the stock s is then,

E(R,(T)) =E <M) . (4.45)

ps(0)
We can write it in terms of the expected price of the stock s at time 1" as follows,
E(ps(T))
E(Rs(T)) = ———. 4.46

Exercise 4.2. Prove this relation.

If the expected return rate is positive (negative), we anticipate a profit (loss) from
our investment. To have an estimation of the variability of the price of the stock, and
ultimately an estimation of the uncertainty of our investment, we use the variance
of the return rate,

Var(R Zp, J(Tow) —E(RJ(T)]”. (4.47)

To clarify the ideas, consider the simple case of two possible market scenarios w;
and wy. We assume that we know the initial price of the stock, ps(0), and the
probabilities p; and p, of the two scenarios to occur. Moreover, suppose we know
that, if wy (we) occurs, the price of the stock becomes ps(T,w;) (ps(T,ws)). The
expected price of the stock at time 7" is then,

E(ps(T)) = p1ps(T, w1) + paps(T, w2) . (4.48)
We can use this result to find the expected return rate,

p1p8<T7 U.)1> + D2Ps (T7 CUQ)
ps(0)?

E(R,(T)) = (4.49)

The variance, on the other hand, is given by

Var(Rs(T)) =N [Rs(Tv wl) - E(RS(T))} + P2 [Rs(Ta WZ) - ]E(RS(T))] : (450)
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Exercise 4.3. Do it for three possible scenarios.

For actual financial portfolios, we have to consider multiple stocks, the prices of
which are random variables. Consider, for example, a portfolio with two stocks s
and s’. Suppose an initial investment,

pp(0) = ws(0)pp(0) + wy (0)pp(0) . (4.51)
As we saw in (4.11), the portfolio return rate at a later time T is given by
Rp(T) = ws(0)Rs(T) + we (0) Ry (T) . (4.52)

Assume now two possible future scenarios w; and ws, with corresponding probabil-
ities of occurrence p; and py. Moreover, suppose we know the prices of the stocks
in each case: ps(T,w1), ps(T,w1), ps(T,ws), and py (T, ws). The expected portfolio
return rate is

E(Rp(T)) = ws(0)E(R,(T)) + wy (0)E(Ry(T)), (4.53)

where
]E(RS<T)) == leS(T, wl) + pgRS(T, a}g) s (454)
E<Rs’ (T)) = les’ (Ta wl) + p2Rs’(T7 w2) : (455)

The variance of the portfolio return rate is
Var(Rp(T)) = pi [Rp(T,w1) — E(Rp(T))]* + pa [Rp(T,ws) — E(Rp(T))]*. (4.56)
Exercise 4.4. Show that this equation is equivalent to saying that
Var(Rp(T)) = w;(0)Var (Ry(T)) + wy (0) Var(Ry (T))
+2p1ws(0)wy (0) [Ro(T, w1) — E(R(T))] [Ro (T, w1) — E(Ry(T))]
+ 2paws(0)wy (0) [R(T, we) — E(R(T)) | [Ro (T, w2) — E(Ry(T))]

= w?(0)Var(Ry(T)) + w2 (0)Var(Ry(T))
-+%A®wﬂ®§:mUuTm0—EUﬂﬁwﬂRﬂﬂwg—EUQUw]

Using the covariance between two random variables (4.33), we arrive at

Var(Rp(T)) = w?(0)Var(Ry(T)) + w2 (0)Var(Ry(T))

+ 2w, (0)wy (0)Cov (Rs(T), Ry (T)) - (4.57)
For simplicity, we switch to the sigma notation for variances and covariances,
Var(Rp(T)) = o3(T), (4.58)
Var(R,(T)) = 0,,(T) = 0X(T), (4.59)
Cov(R(T),Ry(T)) = 0ss(T). (4.60)

With this notation, the variance of the portfolio return rate becomes

o2(T) = w(0)o(T) + w2 (0)0%(T) + 2w, (0)wy (0)o,s (T) . (4.61)
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Exercise 4.5. Suppose a portfolio composed of two stocks s and s’ that satisfy
055/ (T) = 05(T) oy (T), (4.62)

where 04(T),04(T) # 0. Show that the variance of the portfolio return rate is zero
when the initial investment is such that

oy (T)
os(T) —os(T) "

ws(0) = (4.63)

How much is invested in the stock s'? What happens when o4(T) > 04 (T)? Prove
that the lower the expected return rate of the stock s, the worthier the investment
in this portfolio.

Exercise 4.6. Suppose a portfolio of two uncorrelated stocks s and ¢’ and assume
that we know the expected return rates and variances of the two individual stocks.
Prove that the variance of the portfolio return rate is

2 o E(RP(T)) _RS’(T) ? 2 E(RS(T)) _E<RP(T)> ? 2
%””‘QM&GM—RAH) *ﬂ+(1m&aw—RAﬂ ) (1)

What is the expected portfolio return rate corresponding to a minimum variance?
Show that the portfolio is given by

o, o2
s(0) = —=—"—, «(0) = = 4.64
w0 = 55 w0 = 5T (4.64)
The generalization to portfolios with more than two stocks, s = 1,2,...,5, is

straightforward. The expected portfolio return rate is simply,

S

E(Rp(T)) =) wi(0)E(R(T)), (4.65)

s=1

where, assuming n possible future scenarios,
E(Ry(T)) =Y piRa(T,w;). (4.66)
i=1

A slightly shorter notation writes

yielding
S
pp(T) = w,(0) ps(T) . (4.68)
s=1
The weight vector w(0) = [wi(0) ... ws(0)]T and the vector of expected return

rates u(T) = [p(T) ... ps(T)]* can be used to give

pp(T) = w' (0)u(T) = p' (T)w(0). (4.69)

42



Similarly, the variance of the return rate of a portfolio of S stocks is given by
summing over all stocks s, =1,2,...5 in (4.61),

S S
0-123(T) = Z wz(o)gg(T) +2 Z ws(o)ws’ (O>Jss’(T>

s,8'=1
s#s’
S
= ZwS(O)USS(T)wS(O)
s=1
S S
+ Y w0 (0)os (Twy (0) + > wy(0)02, (T)wy (0). (4.70)
b oy

We use the general covariance matrix (4.38) corresponding to S random variables,

O'll(T) e 0'15(T)
S(Ru(T),...,Rs(T)) =S(R(T) = | ... 7 (4.71)
0’51(T) O'SS(T)
and the weight vector of S stocks, w(0) = [w;(0) ... ws(0)], to write the variance
of the portfolio return rate in a more compact form,
op(T) = w'(0) S(R(T)) w(0). (4.72)
From here, we obtain the standard deviation,
op(T) = /T (0) S(R(T)) w(0). (4.73)

Associated to the variance of a portfolio return rate is the concept of risk. Risk
is, simply put, the possibility of losing money from an investment. The greater the
volatility of the individual stocks in a portfolio, that is, the standard deviation of
their prices, the greater the possibility of losing money. Since two or more stocks in
a portfolio can be correlated, it is indeed the covariance matrix that measures the
risk of an investment portfolio. Of course, not all assets are risky. Think about,
for example, the cash you keep at home or the money in the bank earning a fixed
interest. These sorts of assets are called risk-free or riskless assets. Here, we are
not interested in them, though. We are only interested in risky assets, for instance,
stocks whose prices change randomly in time.

In the modern portfolio theory, also known as the mean-variance model, it is as-
sumed that risk is directly proportional to the variance of the portfolio return rate.
That is, the higher the variance of the portfolio return rate, the higher the risk.
Note that, according to this definition, risk also implies the possibility of making
more money than expected. However, risk usually has a negative connotation and
it is interpreted as the possibility of making less money than expected or to lose
money. If we define risk tolerance, denoted by R, as the level of risk an investor is
willing to take, we have that the portfolio w(0) must be constructed such that

w (0)Z(R(T)) w(0) < R. (4.74)
Equivalently, we can write
aw’ (0)S(R(T)) w(0) =R, (4.75)

where the positive quantity « is the risk aversion coefficient.
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Exercise 4.7. Use this definition of risk to interpret the Exercises 4.5 and 4.6.

Before moving to the optimization of portfolios, something that we will discuss in
the next subsection, let us examine some additional facts about the modern portfolio
theory. For simplicity, let us consider portfolios with only two stocks.

Suppose that the variance of the return rate of each stock is known, o2 and 02, as
well as the covariance of their return rates, ogy. Recalling that w,(0) + wy (0) = 1,
we can write the standard deviation of the portfolio return rate (4.61) exclusively
in terms of w;(0),

op(T) = \Jw2(0)02(T) + (1 = w,(0))*6%(T) + 20,(0) (1 — w(0)) o, (T) . (4.76)
Let us try to visualize this. First, we define the function
7:[0,1] = R, w,(0) = 1 (w,(0)) = op(T). (4.77)

This function on the single variable w4(0) substitutes op(7T),

71 (w(0)) = \/wg(O)ag(T) +(1— wS(O))2a§,(T) + 2w, (0) (1 — w,(0)) ose (T) .
(4.78)

Assuming that we know the expected return rate of each stock, ps(7T") and py (7)),
and using wy (0) = 1 — w,(0), the expected portfolio return rate (4.68) becomes

pp(T) = ws(0)ps(T) + (1 — ws(0)) o (T) - (4.79)
We now define a second function,
Y2: [0,1] = R, w,(0) = Y2 (w,(0)) = pp(T). (4.80)

That is, we substitute pp(7") by the function v, of w(0),
15 (w5(0)) = s (0)pa(T) + (1 = w,(0)) (T . (451)

We then use these functions to define a parameterized curve on the Cartesian plane,

n (ws<o>)] _[erm)

ol )| |y

v = m 0,1 5 R2, w,(0) = y(w,(0)) = [

The image {~[0, 1]} is called the risk curve.
Exercise 4.8. Show that the risk curve is a hyperbola.

NP(T)

Uz)(T)

Fig. 2. The risk curve of a two-stock portfolio.
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The risk curve helps visualize at a glance how the expected portfolio return rate
is related to the investment risk. The horizontal axis measures the risk, op(7"), and
the vertical axis measures the expected return rate, pup(7). An investor can, for
example, decide in advance an acceptable level of risk and then look at the risk
curve to check how much return is expected for such level of risk. Alternatively,
the investor can decide in advance how much return he or she expects from the
investment and then consider if the risk is tolerable. The risk curve confirms the
common knowledge that the higher (lesser) the risk, the higher (lesser) the potential
profit or loss.

Note that, for some risk levels, the risk curve has two possible expected portfolio
return rates. Since investors are interested in portfolios with the highest expected
return rate, we can discard the lower part of the curve. That is, instead of w,(0) €
[0,1], we have ws(0) € [a,1], with a the value of w4(0) where the risk curve has
a vertical slope. We can, therefore, substitute the two-dimensional parameterized
curve ~ by the real-value function

fe: @@ =R, op(T) o> in(op(T)) (183)
Exercise 4.9. Find the explicit expression of jip(op(T)).

The graph of the function jip,

G(pp) = {(UP(T)vﬂP(UP<T>)) | op(T) € [w(a)m(l)] }, (4.84)

is known as the efficient frontier. Points in the efficient frontier correspond to
optimal or efficient portfolios. Since pip is a monotonically increasing function,
portfolios with higher (lesser) potential return rates are uniquely associated with
higher (lesser) risks

If points in the efficient frontier are associated to efficient portfolios, that is, port-
folios that maximize expected return rates for given levels of risk, points below the
efficient frontier correspond to suboptimal or inefficient portfolios. An inefficient
portfolio is one for which the values of ws(0) and wy(0) are such that the invest-
ment risk is not worth the potential return. In fact, all the points to the left of an
inefficient portfolio have the same expected return rate but with lesser investment
risk. In mathematical language, an inefficient portfolio is associated to a point

(op(T). ip (9(T))) € byp fie (4.85)
where the strict hypograph of fip is the set,
hyps fip = {(op(T),Y) € [11(a),1(1)] xR | Y < fip(op(T))} . (4.86)

The attainable set are all the points in the Cartesian plane associated to efficient
and inefficient portfolios. Mathematically speaking, these are the points in the graph
and the strict hypograph of fip. In other words, the attainable set contains all the
points in the hypograph of jip,

hyp fip = {(0p(T),Y) € [11(a), (1)) xR | Y < fip(op(T))} - (4.87)
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op(T)

Fig. 3. The efficient frontier and the attainable set.

To conclude, let us see how the shape of a risk curve depends on the covariance of
the expected return rates of the stocks s and s’. We define the correlation coefficient

as
Ussl(T)

(T = —————~2 . 4.
pSS ( ) O'8<T)O'8/ (T) ( 88)
Because
—04(T)og(T) < 05 (T) < 04(T)ou(T), (4.89)
it follows that

Exercise 4.10. Prove (4.89).

The full expression of psy(T') is
225 P(Rsi(T), R 5(T)) [Roa(T) — ps(T)] [ Ry (T) — e (T)]

Pss’ (T) =
VEDRAT) [ReilT) = (D] VT, Rt ()[R (T) = ()]
(4.91)
where we have written R, ;(T) = Ry(T,w;) and the coefficients p(R,;(T), Ry ;(T))
are the joint probabilities (see (4.34) for details) .

Since the covariance of two random variables measures the degree of relation be-
tween them, so does the correlation coefficient. In our case, the correlation coefficient
measures the relation between the expected return rates of the two stocks s and s'.
If pso(T) = —1, we say that the expected return rates of the two stocks are “per-
fectly negative correlated”. What this means is that when the expected return rate
of one of the stocks is the highest, the expected return rate of the second stock is the
lowest. When pgo(T) = +1, we say that the expected return rates of the two stocks
are “perfectly positive correlated”. That is, if the expected return rate of one stock
is the highest (lowest), the same happens with the other. Finally, when p,y (7)) = 0,
the return rates are uncorrelated. Two stocks are said to be uncorrelated when the
return rate of one of them tells us nothing about the other. Between perfectly neg-
ative an perfectly positive correlation, there is a wide variety of situations. Roughly
speaking, when the correlation coefficient is near —1 or +1, we say that the prices
are strongly negative or positive correlated. On the other hand, when it is near 0,
we say that they are weakly correlated. The exact use of these degrees of correlation
depends on the specific situation under study.

Y
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Using the correlation coefficient pgy (7)), the standard deviation of the portfolio
return rate becomes

UP(T) = \/U}?(O)O’E(T) + (1 - ws(o))QUi <T> + 2w3(0> (1 - ws<0))pss’(T)Us (T)(O-S’ (7;) .
4.92

Exercise 4.11. Use the result of Exercise (4.9) to write fip(op(T)) in terms of the
correlation coefficient psy (T'). Plot fip (pss’ (T)) for several values of p,y (T') between
—1 and +1.

Hp (T)

Fig. 4. Risk curves for correlation coefficients between —1 and +1.

In order to mitigate risk, a savvy investor will try to choose stocks that are as
negative correlated as possible. The same strategy applies to portfolios with more
than two stocks. Ideally, the portfolio is constructed with stocks that are perfectly
negative correlated. That is, if the portfolio contains S stocks, any two stocks s
and s’ in S should ideally satisfy —1 < pso. By proceeding in this way, the investor
assures that the losses of some stocks are balanced by the gains generated by the
other stocks. This risk management strategy is what is know as diversification. A
diversified portfolio comes, however, with a cost: it decreases the chances of losing
money, but at the same time it reduces the potential reward.

4.3 Portfolio Optimization as a Quadratic Programming

An investor will try to maximize the expected return rate of his or her portfolio
while at the same he or she tries to keep the risk at a tolerable level. The choice
of the portfolio, that is, of the weight vector w(0), determines the portfolio return
rate according to the formula (4.69),

up(T) = " (T)w(0). (4.93)

where 17w(0) = 1. On the other hand, the risk is proportional to the variance of
the portfolio return rate (4.75),

R =ach(T)=aw"(0)S(R(T)) w(0). (4.94)
The optimization problem the investor has to solve is,
max p (T)w(0), (4.95)
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subject to

aw’(0)S(R(T)) w(0) =R, (4.96)
and 17w(0) = 1. In the following, we will simplify the notation by simply writing,
max p’w, subjectto aw!Xw=R and 17w=1. (4.97)

Since an optimal portfolio has a unique expected return for every level of risk, and
vice versa, instead of choosing a level of risk and look for the maximum return, the
investor can equivalently choose an expected return M and look for the minimum
risk. The optimization problem thus becomes,

min aw’ ¥w, subjectto p'w=M and 1Tw=1. (4.98)
w

So far we have considered portfolios with continuous decision variables w4(0) €

(0,1), for every s = 1,2,...,S. In order to convert this problem into a binary

problem, we use the following mathematical trick. First, recall that the stock weight
of a stock s =1,2,...,5, is given by (4.2),

w,(0) = : (4.99)

Suppose we now introduce a quantity,

7.(0) 0 if the stock s is not in the portfolio,
ws(0) =
ws(0) if the stock s is in the portfolio.

It is easy to check that nothing changes in the previous pages if we substitute w;(0)
by ws(0). Equivalently, we can write w(0) as

@,(0) = by(0)w, (0) . (4.100)

where

b.(0) = 0 if the stock s is not in the portfolio,
’ 1 if the stock s is in the portfolio.

The expected portfolio return rate (4.68) can thus be written as

S S

pp(T) = Z bs(0)ws(0) ps(T') = Z bs(0) :U'gr(T) ) (4.101)

s=1 s=1

where p!"(T) is the fractional expected return rate of the stock s. If we collect all
the binary quantities bs(0) in a vector,

b(0) = [b1(0) by(0) ... bg(0)]7, (4.102)
as well as the fractional expected return rates,
p!"(T) = [p]"(T) p3"(T) ... p§ (T)]", (4.103)
the expected portfolio return rate will be given by

up(T) = b7(0) w"(T). (4.104)
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The portfolio return rate (4.11) can be rewritten in a similar way as,

S S

Rp(T) = b.(0)w(0)R(T) =Y b, (0)RI"(T), (4.105)

s=1 s=1

where R/"(T) is the fractional return rate of the stock s. Collecting all the fractional
return rates in the column vector

RY(T) = [R{"(T) RI"(T) ... RE(T)]", (4.106)
the portfolio return rate becomes,
Rp(T) = b (0)R/(T). (4.107)

You can easily check that the variance of the portfolio return rate has the following
expression,

o%(T) = b"(0) S(R/"(T)) b(0). (4.108)
Exercise 4.12. Complete the missing steps of the previous statement.

Any portfolio optimization problem can thus be written as,

%1(101)1 ab”(0) S(R/"(T)) b(0), subject to b"(0)pu/"(T) =M., (4.109)

where b(0) € {0,1}°.

The goal of a binary portfolio optimization problem is to

mgn ab”Yb, subjectto pu'b=M, (4.110)

where b € {0,1}° and ¥ is a symmetric matrix. To simplify the notation we have
written pu” = (u/")T. In index notation,

s s
min o Z bs Y by, subject to Z fsbs = M, (4.111)

s,s'=1 s=1

where b, € {0,1} and X,y = Xy This is a quadratic binary optimization problem
with one linear constraint. We can use the Lagrange multipliers method summarized
in (3.118) to restate the problem as an unconstrained problem,

S s
min o Z by Y by — ,u(z sbs — ./\/l)
s=1

s,8'=1

S S
= min « Z bs Xgsr by — 11 Z fsbs + M. (4.112)

s,s'=1 s=1

For consistency with (3.118), we have used p to denote the Lagrange multiplier.
However, to avoid any confusion with expected return rates that we are also denoting
with the letter u, from now on we will denote the Lagrange multiplier with the letter
A. Our optimization problem is thus,

S S
min o Z by Xee by — A Z sbs + AM.. (4.113)

s,s'=1 s=1
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Finally, since AM is just a constant, the problem we have to solve is basically a
QUBO problem (3.163),

s s
min o Z by Yger by — A Z TR (4.114)
s=1

s,8'=1
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5 Quantum Portfolio Optimization

Now that we have reviewed the basics of quantum computing, optimization theory
and modern portfolio theory, we are finally ready to present the quantum algorithm
that, many believe, will help optimize investment portfolios. It is worth noting
that, to this day, this algorithm has not been proved to be more efficient than the
classical algorithms already in use. However, due to the computational complexity
of financial problems, this algorithm as well as other similar algorithms proper of
the NISQ era, are at the moment of writing the only possibilities available to us.
Only future theoretical and practical results will settle the debate concerning the
advantage of this algorithm.

The algorithm in question is the so called Quantum Approximate Optimization Al-
gorithm (QAOA), introduced by Edward Farhi an collaborators about ten years ago.
The QAOA is a hybrid quantum-classical algorithm, a topic we already discussed in
Subsection 2.3. For convenience, let us resume the discussion where we left it.

5.1 The Quantum Approximate Optimization Algorithm

The present NISQ era is characterized by noisy quantum devices and a relatively
small number of coherent qubits. In fact, there is a wide consensus among experts
that reliable quantum computers will only be available in the long term. Because of
this, scientists have proposed a new breed of algorithms known as hybrid quantum-
classical algorithms. The basic idea of these hybrid models is to assign the most
complicated part of the problem to a quantum computer and leave the rest of the op-
timization problem to a classical machine whose efficiency has already been proved.
From the practical point of view, the advantage of these hybrid devices is that the
quantum subroutine only needs a small number of coherent qubits and a shallow
circuit to operate, a technological level that is expected to be reached in the near
future.

The quantum approximate optimization algorithm (QAOA) is one of such algo-
rithms. A quantum circuit is used to model the objective function we want to
optimize. Moreover, the qubit that enters this circuit, the so called trial state, is
also prepared by a set of quantum gates. The implementation of this quantum cir-
cuit is, from the technological viewpoint, the most difficult part of the algorithm. It
not only encodes the cost function and prepares the trial state, it is also constantly
updated with the new variational parameters suggested by the classical optimizer.

5.2 Portfolio Optimization via the QAOA

As we have seen in (4.114), a binary portfolio optimization problem aims at

s s
min « Z beXgerby — Z ftsbs (5.1)
s=1

s,8'=1

where b is a binary variable, by € {0,1}, and ¥ is a symmetric matrix, Y9 = Mgs.
According to the variational quantum method, we can minimize the objective
function

S S
Flbi, o by bs) =a ) bSeby — Y by, (5.2)
1 s=1

s,8'=
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by constructing a parameterized Hamiltonian operator H and finding its minimum
expectation value,

min f(by,... by ..., bs) = min (Q|H|Q) . (5.3)

The vector |Q) belongs to a Hilbert space of dimension 25, |Q) € H2, and rep-
resents the physical state of a qubit. A possible basis for H2% is the computational
basis {|by -« bs -+ bg)}, where the entries of each vector |by --- by --- bg) are as-
sociated to their corresponding stocks (bs = 1 if the stock s is in the portfolio and
bs = 0 if it does not). We can thus express |@)) as a linear superposition of these

basis vectors,
s
Q)= ap .| b). (5.4)
s=1

The construction of the Hamiltonian in terms of Pauli operators is relatively simple.
For this, recall that,

Z10) =10) = (1—=2-0)[0) , (5.5)
ZIh)==|)=(1-2-1)1) . (5.6)
In more compact notation,
Z|b) = (1 —20b)|b) . (5.7)
We can reverse this relation,
1
blby = 3 (I—2)|b) . (5.8)
Therefore, for every vector |bs) = |-+ bs ---) we have that
1
bs [bs) = 3 (I = Z,) |bs) (5.9)

where Z, =1 ®...® Z,® ... ® I. The operator associated to the linear term in

(5.2) is
S S S
ZusbsHZMS Z% . (5.10)
s=1 s=1 s=1

The operator associated to the quadratic term in (5.2) is obtained in a similar
fashion,

S S
1 1
@) bSabe s ay 5 (= 2) % 5 (1= Zy)

s,8'=1 s,8'=1
S
= Z Zy+ Z.Zy)
S S S
=ay Ef’ —ay 22 Zita)y %ZSZS/. (5.11)
s,8'=1 s,8'=1 s,8'=1

(Remember the hermiticity of the Pauli operator Z, Z = ZT.)
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Exercise 5.1. Compare this expression with the result of Exercise 3.48.

We conclude that the Hamiltonian operator associated with the cost function (5.2)
is,

az SSZZ Z (ZZSS )2

s,8'=1 s'=1

+Z<

To render this expression more manageable, we write

S
I:[ZZ = Oéz EZS/ ZSZS/, [:[Z Z ( ZESS s> s (513)

us)l : (5.12)

s'=1

s,8'=1
and
NN A P ANCES Y
H1:Z§<az . —us>- (5.14)
s=1 7j=1
That is, ) ) ) R
H=Hz;;+H;+ H;. (515)
The first two terms define the cost Hamiltonian,
5.y 5 4 s
HC:HZZ+HZ:&21 4 ZsZs’_;g(azlzss’_ﬂs>Zs' (516)

Its corresponding unitary evolution operator is
Uc(y) = e~He — o=ivHzz g—ivHz , (5.17)

where v is a positive parameter. Note that we have used the Campbell-Hausdorff
formula and the fact that Pauli-Z operators commute between them. More explicitly,

Zss! Z 7 }exp [z’yz ( ZESS s) S}. (5.18)

At this point, we would like to know how to build the quantum gates corresponding
to these unitaries. In order to do this, we just need to remember that the rotation
of a single qubit around the a axis, with a = x,y, z, is given by (see QC1, equation
(3.25)),

Uo(v) = exp [ iva Z

s,8'=1

Ro(6,) = e7%/2 = cos(6,/2)I — isin(b,/2)0, . (5.19)

The gates associated to the two exponentials in (5.17) are obtained as follows. Con-
sider first,

e‘”ﬁz:exp[ii—< SIZ_IESS s) s}
~Qen|

s=1

MI\Q

(o352, 520
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To simplify the notation, we write

S
1
as=—3 <a§ Yee! — ,us> , (5.21)

so that 5
ez = () emhast (5.22)
s=1

Using the result we found in QC1, equation (4.72), this unitary is equivalent to
) s s
e~ iz — ® e—hasZs — ®Rz(27as) ) (523)
s=1 s=1

This means that every qubit s = 1,2,...,5, is rotated an angle 2va, about the z
axis.

by — R:(2ya1) —

by — R.(2vas) ——

bs — R.(2vas) —

Fig. 5

The gates corresponding to the other exponential in (5.17),

S
. s
e~z — oxp [— iy ¢ : ZSZS/] , (5.24)

5,8'=1
are a bit more complicated to figure out.
Exercise 5.2. Show that given two arbitrary single qubits |b;) and |by),
e 0220 ) by) = CNOT (I @ R.(26)) CNOT |bs) |by) . (5.25)
Draw the corresponding gates.

Thus, with X,y /4 = ase, we conclude that

S S
e" M2z — oxp [ Z —1Yasy ZSZS/} = ® e~ 10ast ZaZst
s,8'=1 s,s'=1
S
= (X) CNOT,y (I ® R.(2yas)) CNOT,y . (5.26)
s=1
s'<s
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The corresponding gates are as follows,

b — R (2 —b—

Fig. 6

Regarding the qubit that enters the circuit, it is common to choose |Q),, = |+)¥*.

Exercise 5.3. Prove that a Hadamard gate acts on a single qubit computational
basis vector as
H|b) = DY vy (5.27)
Ly

Show that in general,

1 / /
H®S |by ... bg) = oS Z(_l)b1b1+...+bsbs B b (5.28)
b,

Thus, the initial qubit |Q),, = |—|—>®S is prepared by applying a Hadamard gate to
each individual single qubit |bs) = |0),
1
S
Q). = |+ =H®0...0) = GG bz 0, ... b) (5.29)
In this case, the state that comes out of the gate Ux(7y) is

Ue()1Q)in fZ|b’ bls) (5.30)

Regardless of the initial qubit state we choose to enter the quantum circuit, the
QAOA stipulates that we follow the unitary Uc(y) with a second unitary, this one
associated with the so called mizer Hamiltonian,

S
Hy =) X,. (5.31)
s=1
The corresponding parameterized unitary is given by
A~ S S
Uni(B) = e #PHx — =B L Xs — ® e XS (5.32)
s=1

Note that, since Ups(f) does not commute with Uq(7), the strict order is Ugx(7)
followed by Ups(5). Using the result obtained in QC1, Exercise 4.23,

S
=) HR.(28)H . (5.33)
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Finally, since HZH = X,

Un(B) = X) Ra(28).- (5.34)

R.(25) = — R.(28) —

Fig. 7

The qubit state that exits the quantum circuit Uc(7y) followed by Uj(/3), is now
parameterized by the angles v and j,

1Q(, 8)) = Un(B) Uc(7) Q) - (5.35)
This is the ansatz state that we use to measure the cost Hamiltonian (5.16),
QY. B) He |Q(y, B)) - (5.36)

Since the expectation value of the cost Hamiltonian is a real-valued function of both
parameters v and (3, we write

F(7,8) = (Q(y, B)| He |Q(7, 8)) - (5.37)

The measurements of the cost Hamiltonian are sent to a classical optimizer in order
to propose better values for v and . The process is then repeated as many times
as necessary until we reach a good approximation (v*, 5*).

Exercise 5.4. If the Hamiltonian that encodes the cost function is H = He + H I

see (5.15) and (5.16), why do we compute the expectation value of He instead of
He+ Hp?

The QAOA asserts that, rather than optimizing for a single pair of parameters
(v, 3), a better approximation can be found if we create a sequence of unitaries
Uc(y) and Ups(B), each of them with its own angle parameter. That is, the QAOA
prescribes that we let the initial state |Q),, enter the following parameterized se-
quence of gates,

Q) = Unt(Bp) Uc(p) - - Unt(Br) Uc (k) - - - Une(B1) U (1) |@)
=1Q(V1,- s Vhs -V By o By -, Bp)) - (5.38)

Each pair of unitaries Uy (Br)Uc(7k), for k = 1,2,...,p, is called a layer. Specif-
ically, Un(Bk)Uc(vk) is the kth layer, with Uq () called the kth cost layer and
Un () the kth mizer layer. It has been proved that the larger the number of
layers, the better the approximation of the optimization problem. Needless to say,
the number of layers has to be kept within a reasonable limit to ensure that the
calculation is not affected by excessive noise.

In total, there are 2p parameters to be optimized variationally: p angles v, and
p angles Or. We can gather all these variational parameters in a more compact
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notation, v = (Y1, .-, Vs ---,Yp) and B = (B1,..., Bk, .-, 0p). The ansatz state is
thus

zws

1@Qp(7,8)) = | | Unt(Br) Uc(k) [Q), - (5.39)

k=1

The function in 2p variables that the classical computer has to optimize is

Fy(v.8) = (Qp(7. B)| He |Qy(v. B)) - (5.40)
The optimal portfolio will thus be given by the solution of the minimization problem,
min £ (v, 8) = min (Qy(v, 8) He [Qy(v. 8)) - (5.41)

o7



6 Bibliography

Due to the pedagogical nature of these notes, the following bibliography is far from
exhaustive. Check the references below for a complete list of original papers and
comprehensive survey articles on each of the topics discussed above.

[1] K. Bharti et al, “Noisy Intermediate-Scale Quantum (NISQ) Algorithms”.

[2] K. Blekos et al, “A Review on Quantum Approximate Optimization Algorithm
and Its Variants”.

[3] A. Bouland et al., “Prospects and Challenges of Quantum Finance”.

[4] A. Canabarro et al., “Quantum Finance”. In Portuguese.

[5] M. J. Capinski and E. Kopp, Portfolio Theory and Risk Management.
[6] M. Cerezo et al, “Variational Quantum Algorithms”.

[7] G. Cornuéjols et al, Optimization Methods in Finance.

[8] D. J. Egger et al., “Quantum Computing for Finance”.

[9] E. Farhi et al., “A Quantum Approximate Optimization Algorithm”.

[10] F. Glover et al., “Quantum Bridge Analytics I: A Tutorial on Formulating and
Using QUBO Models”.

[11] D. A. Herman et al., “A Survey of Quantum Computing for Finance”.

[12] M. S. Joshi and J. M. Paterson, Introduction to Mathematical Portfolio Theory.
[13] I. Kerenidis et al., “Quantum Algorithms for Portfolio Optimization”.

[14] R. Orus et al., “Quantum Computing for Finance”.

[15] A. L. Peressini et al., The Mathematics of Nonlinear Programming.

[16] C. P. Simon and L. Blume, Mathematics for Economists.

[17] J. P. Wheeler, An Introduction to Optimization.

[18] O. Zapata, “An Introduction to Quantum Computing for Physicists”.

[19] O. Zapata, “Notes for a Second Course on Quantum Computing for Physicists”.

o8



Index

n qubit, 5
n-qubit gate, 6

Algorithm, 3

Ansatz state, 56, 57

Asset, 33

Attainable set, 45

Average portfolio return rate, 36

Binary digit (bit), 3

Binary knapsack problem, 32

Binary linear program, 32

Binary portfolio optimization
problem, 49

Binary program, 31

Binary quadratic function, 32

Bit-flip error, 7

Bit-flip quantum repetition code, 8

Boolean (binary) model of
computation , 3

Boolean algebra, 3

Boolean circuit, 4

Boolean function, 4

Circuit complexity, 4

Circuit diagram, 4

CNOT gate, 6

Computational basis states, 5

Computational error, 4, 7

Constrained continuous optimization
problem, 22

Constrained integer programs, 30

Constraint, 22

Continuous optimization, 16

Convex function, 29

Convex program, Convex
optimization problem, 29

Convex set, 28

Correlation coefficient, 46

Cost Hamiltonian, 53

Cost layer, 56

Covariance, 38

Covariance matrix, 39, 43

Critical point, 16, 18, 19

Decision variable, 12
Decoherence, 7

29

Diet problem, 26

Digital (classical) computer, 4
Discrete random variable, 37
Diversification, 47

Dual program, 29

Duality (Lagrange), 29

Efficient (optimal) portfolio, 45
Efficient circuit, 4

Efficient frontier, 45

Epigraph, 29

Equality constraint, 12

Event, 38

Expected portfolio return rate, 41
Expected stock return rate, 40
Expected value, Average, Mean, 38
Extremum, 11

Fault-tolerant quantum computer, 9

Fault-tolerant quantum era, 9

Fractional expected return rate of a
stock, 48

Fractional return rate of a stock, 49

Hessian, 17

Hessian matrix, 17-19

Heuristic algorithms, 9

Hybrid quantum-classical algorithms,
9, 51

Hypograph, 45

Inefficient (suboptimal) portfolio, 45

Inequality constraint, 12

Inflection point, 10

Input, 4

Integer programs, Integer
optimization problems, 30

Jacobian matrix, 21
Joint probability, 39

Knapsack problem, 30

Lagrange multiplier, 13, 24
Lagrange multipliers method, 24
Lagrange multipliers vector, 24
Lagrangian function, 13, 24
Layer, 56



Linear constraints, 27

Linear integer program, 31

Linear objective function, 27

Linear program, Linear optimization
problem, 27

Logical gate (Boolean), 3

Logical gate (quantum), 4

Logical qubit, 8

Loss, 34

Maximizer, 10, 17-19
Mean-variance model, 43
Minimizer, 10, 17-19

Mixed integer linear program, 31
Mixer Hamiltonian, 55

Mixer layer, 56

Model of computation, 3
Modern portfolio theory, 33, 43

Newton method, 19
NISQ era, 9

Objective function, 11
Optimizer, 10, 17
Output, 4

Parameter (of an optimization
problem), 12

Parity check, 8

Pauli gates, 5

Physical qubit, 8

Portfolio, 34

Portfolio optimization problem, 33

Portfolio price, 33

Portfolio return, 34

Portfolio return rate, 35, 41

Price vector, 35

Primal program, 29

Probability distribution, 37

Probability function, 38

Probability mass function, 37

Probability of occurrence, 37

Profit, 34

QAOA, Quantum Approximate
Optimization Algorithm, 51
Quadratic objective function, 27
Quadratic program, Quadratic
optimization problem, 28
Quantum advantage, 9

60

Quantum algorithm, 4

Quantum circuit, 4

Quantum circuit model of
computation, 5

Quantum computation, 3

Quantum computer, 5

Quantum gate, 5

Quantum measurement, 6

Quantum model of computation, 4

Quantum supremacy, 9

Qubit (quantum binary digit), 4

QUBO problem, 32

Random-walk theory of stock prices,

37

Relative phase gate, Phase shift gate,
5

Return rate vector, 35

Risk, 43

Risk aversion coefficient, 43
Risk curve, 44

Risk tolerance, 43

Riskless (risk-free) asset, 43
Risky asset, 43

Rotation gate, 6

Saddle point, 17-19

Sample space, 37

Second derivative test, 10, 17-19

Set of universal quantum gates, 6

Single qubit, 5

Single-period investment model, 36

Standard deviation, 38

Steepest (gradient) descent method,
21

Step size, 21

Stock (share), 33

Stock price, 33, 39

Stock return, 34, 40

Stock return rate, 35, 40

Stock weight, 33

Strict hypograph, 45

Taylor’s formula, 11, 17
Unconstrained integer program, 30

Variance, 38
Variance of a portfolio return rate,
41, 43



Variance of a stock return rate, 40 Vector of expected return rates, 42

o Volatility, 43
Variational quantum algorithms

(VQAs), 9 Weight vector, 35, 42

61



	Introduction
	Quantum Bits
	Classical Bits
	Single Qubits
	Multiple Qubits

	Quantum Circuits
	Classical Circuit Gates
	Single-Qubit Gates
	Multiple Single-Qubit Gates
	Multi-Qubit Gates
	Measurement

	Quantum Algorithms
	Deutsch's Algorithms
	Shor's Factoring Algorithm
	Superdense Coding and Teleportation
	Quantum Simulation

	Quantum Error Correction
	Entanglement with the Environment
	Classical Error Correction
	Generalities on QEC Codes
	Single Qubit Error Correction

	Bibliography
	Introduction
	The Density Operator Formalism
	Density Operators
	Multipartite Systems
	State Evolution
	Measurement

	Information
	Classical Information Theory
	Quantum Information Theory

	Algorithms and Secure Communication
	Quantum Phase Estimation
	The Variational Quantum Eigensolver
	Quantum Cryptography
	BB84 Protocol


	Error Correction and Fault Tolerance
	Single-Qubit Quantum Channels
	Stabilizers Circuits
	Stabilizer QEC Codes
	Fault-Tolerant QEC

	Bibliography
	Introduction
	Quantum Computing Review
	Main Concepts
	Computational Errors and Fault Tolerance
	Hybrid Quantum-Classical Algorithms

	Elements of Optimization Theory
	Continuous Optimization
	Unconstrained Problems
	Constrained Problems

	Dual Optimization Problems
	Integer Programs

	Classical Portfolio Optimization Theory
	Mathematical Description of an Investment Portfolio
	The Mean-Variance Model
	Portfolio Optimization as a Quadratic Programming

	Quantum Portfolio Optimization
	The Quantum Approximate Optimization Algorithm
	Portfolio Optimization via the QAOA

	Bibliography

